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Abstract— We present an efficient and scalable learning-
based autonomous exploration system for mobile robots navi-
gating unknown indoor environments. Our system incorporates
three network models trained to identify the frontier region
(FR), to evaluate the detected FR regions based on their
proximity to the robot (A*-Net), and to measure the coverage
reward at the FR regions (Viz-Net). Our method employs an
active window of the map that moves along with the robot,
offering scalable exploration capabilities while maintaining a
high rate of exploration coverage owing to the two exploratory
measures utilized by A*-Net (proximity) and Viz-Net (coverage).
Consequently, Our system completes over 99% coverage in a
large-scale benchmarking world, scaling up to 135m×80m. In
contrast, other state-of-the-art approaches completed only less
than 40% of the same world with a 30% slower exploration
speed than ours.

I. INTRODUCTION

Autonomous indoor exploration is one of the fundamental
mobile robotic tasks wherein the agent needs to utilize the
incoming map configuration to avoid revisiting the areas al-
ready covered while locating and exploring uncharted space.
This problem has renewed importance due to the increasing
need for contact-free mobility services in daily life.

One of the popular approaches in indoor exploration
problems is based on detecting frontier regions (FR) in the
occupancy grid map [1], followed by a greedy exploration
strategy. While we acknowledge the past success of the tradi-
tional greedy approaches, our main research question centers
on improving the potential of frontier-based exploration by
utilizing machine learning (ML)-based approaches.

With this motivation in mind, this paper proposes a new
exploration pipeline based on three neural network models.
Given a grid map configuration, each network model is
designed to play a distinct role in locating the best target
point to visit. The first network, FR-Net, locates FR cells
in the input grid map, which imitates the behavior of the
analytical algorithms for frontier region detection [2], [3].
The detected FR cells are a candidate for determining the
final target cell to visit. Afterward, we proceed to select the
optimal target cell from the FR cells based on two criteria:

1) Proximity: How close is the frontier cell w.r.t. the
current agent’s position?

2) Coverage: How much would the new region be ex-
plored from the frontier cell when it is to be visited?

The first criterion resembles the typical greedy search strat-
egy most exploration planners utilize. The second criterion
quantifies the visibility of the FR cells when they are visited.
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We propose two additional networks, A*-Net and Viz-Net, to
find the best solution satisfying these criteria.

A*-Net is designed to learn and predict the A*-like
distance measure [4] for the FR grid cells to minimize the
agent’s travel distance. The A*-Net is able to estimate the
distances to the grid cells belong to numerous frontier regions
in the incoming map image, consisting of over a few hundred
points.

The closest cell, however, does not necessarily yield a
good spot to expose the unexplored region. There might
be a better opportunity to reveal vast unexplored regions to
increase the exploration performance, costing a little more
traveling distance. To address this issue, we define a visibility
metric that measures how many unexplored cells would be
visible from an FR cell, and propose Viz-Net, which predicts
the visibility score of the FR cells. Subsequently, we select
the best frontier point by ensembling both predictions from
A*-Net and Viz-Net.

Finally, the three networks, FR-Net, A*-Net, and Viz-
Net, work only on the locally active map around the robot’s
position, enabling scalable exploration of environments of
varying sizes. Our system can successfully explore a large-
scale simulation environment, such as a 135m× 80m-sized
virtual world, in real time.

In summary, the main contributions of this paper are as
follows:

• We propose a novel learning-based pipeline for au-
tonomous mobile robot exploration tasks in unknown
indoor environments.

• We propose a novel deep learning-based frontier region
detector, FR-Net, that improves existing conventional
analytical frontier detectors, such as FFP algorithm [3],
with enhanced detection robustness supervised by a
novelc FR detector, namely FFP+.

• When the FR-Net is used in conjunction with the two
additional networks, A*-Net and Viz-Net, one further
can exploit the greedy closest distance strategy or ex-
plore the visibility strategy that selects a balanced goal
between the two strategies to guide the robot.

• Our method based on an active window offers a scalable
solution capable of robustly exploring environments of
various scales, ranging from small (20m×20m) to very
large (135m× 80) indoor environments.

• Comparing against state-of-the-art approaches, in our
experiments, our method achieved up to 70% more cov-
erage with 40% faster exploration time when exploring
the large-scale indoor environment.



II. RELATED WORK

One of the well-known approaches in mobile robot ex-
ploration is locating the frontier region, a concept first
introduced by Yamauchi [1]. This approach has since been
developed to enhance its robustness and efficiency, as several
studies show. For example, WFD [2] employs two runs of
breadth-first-search (BFS) schemes to ensure a thorough FR
search, while [5] focuses on limiting the frontier search space
to the local region to expedite the process.

Information-theoretic approaches [6][7] conceptualize ex-
ploration as minimizing uncertainty, specifically by reducing
entropy. It accomplishes entropy minimization by maximiz-
ing mutual information (MI) between the map and future
observations, identifying the most meaningful action over the
underlying action space. This approach is nonmyopic since
the formulation of MI uses the entire map. However, the
approach is computationally demanding due to the extensive
action spaces of agents. In recent years, several algorithms
have been proposed by researchers to overcome this chal-
lenge [8][9].

Topological approaches [10][11] represent navigation en-
vironments in a simplified graph form consisting of nodes
and edges. Each node contains specific location information,
such as the spatial coordinates of the environment, and each
edge represents traversability among the nodes. Therefore,
topological approaches provide an efficient solution. How-
ever, this simplification process can result in losing map
details (i.e., incomplete reconstructed maps) compared to
metric-based approaches.

Recently, learning-based exploration methods have drawn
significant attention. For instance, one approach [12] learned
to predict unknown areas given a partially reconstructed map
to generate exploration plans. Another method [13] utilized
a reinforcement learning (RL) network to train an agent
that explores an environment to minimize its trajectory for
coverage. Another study [14] employed an RL framework
to navigate among human crowds while relying on the TSP
algorithm to generate coverage plans.

III. PRELIMINARIES

A. Problem Formulation
A 2D grid map M consists of three types of cell classes:

(1) occupied cellsMo corresponding to obstacles, (2) unoc-
cupied or free cells Mf corresponding to the space where
a robot can freely navigate, and (3) unknown or unexplored
cells Mu. Therefore, the occupancy M(x), a cell x is

M(x) =


OCCUPIED if x ∈Mo

UNKNOWN if x ∈Mu

FREE if x ∈Mf .

(1)

A set of unknown cells neighboring free cells is defined as
a frontier region F := ∂Mu; see Figure 1. ci is the geometric
centroid of ith frontier region Fi. Subsequently, ith frontier
point fi is the closest point to ci among all points belonging
to Fi. Formally,

fi = {x | argmin
x
||ci − x|| and x ∈ Fi}. (2)

frontier point +
frontier region

Fig. 1: Black, gray, and white pixels represent free, unknown,
and occupied map cells, respectively. Red points and green
crosses are superimposed on the map to mark frontier regions
and their frontier points.

fi is considered to be covered iff ||fi−r|| ≤ η and fi /∈Mu

where r ∈ R2 is the robot’s position, and η is a sensor-range
dependent constant.

f∗ refers to the best frontier point selected by a criterion
function C(·) among all frontier candidate points {∀fi}, and
f∗ is set to a goal point for global path planning. The goal of
the exploration task is to visit all reachable unknown regions
until the navigating space is fully covered or, equivalently,
no more frontier points are left to probe. Thus, locating f∗

is essential to efficiently guide the robot to complete the
exploration task.

B. System Overview

Algorithm 1 outlines the essential steps explained in this
work to locate the best frontier point. Our system begins with
setting an active window S of the mapM placed around the
robot’s position r, which is subsequently transferred to FR-
Net Bψ (Line 3). The FR-Net classifies the input grid-map
cells into FR F and non-FR using the FR-Net. Similar to [3],
we cluster FR cells based on their connectivity, followed by
locating the points closest to the centroids of the FR clusters,
which are considered frontier points fi (Line 5). Then, we
evaluate the plausibility of the detected frontier points using
A*-Net Aθ (Line 6) and Viz-Net Vϕ (Line 7) in terms
of their closeness with respect to the robot’s position and
the expected coverage (i.e., visibility) amount at the points.
Subsequently, the one marked as the maximum of ensembled
scores predicted by A*-Net and Viz-Net corresponds to the
optimal frontier point with the highest plausibility (Line 8).

This frontier-point detection procedure is integrated with
conventional navigation SW components to continuously
explore unknown environments until no more frontier points
are detected. In the following sections, we elaborate on the
individual network models shown in the procedure and how
they are composed in our system.

IV. DATASET GENERATION FOR SUPERVISING THE
NETWORK MODELS

Generating faithful training data sets is important to cor-
rectly supervise our three network models, FR-Net, A*-Net,
and Viz-Net. This section explains how we improve fast front



Algorithm 1: Neuro-Explorer frontier point detection

1 Function
FINDBESTFRONTIERPOINT(input mapM, robot pos r):
/* SETTING THE ACTIVE MAP WINDOW

*/
2 S ← SETACTIVEMAP(M, r)

/* FR INFERENCE */
3 F ← Bψ(S)
4 for each Fi in F do

/* LOCATE FRONTIER POINTS */
5 Compute fi using Eq. (2)

/* INV A* DISTANCE PREDICTION

*/
6 F̃i ← Aθ(fi)

/* VISIBILITY PREDICTION */
7 Vi ← Vϕ(fi)

/* BEST FRONTIER POINT DECISION */
8 f∗ = argmax

i
(λF̃i + (1− λ)Vi) for ∃λ ∈ [0, 1]

9 return f∗

propagation (FFP)[3] to train the FR-Net along with a new
dual FFP, namely FFP+. We also elaborate on the essential
meta-data set used for training FR-Net, A*-Net, and Viz-Net.

A. Dual Fast Front Propagation

Ensuring the reliability of the FR-Net is crucial because
it is the most fundamental model in our system as it locates
frontier regions to proceed. FFP propagates the front inward
from the outside of Mu to locate the frontier region F =
∂Mu. When exploring large-scale environments, however,
FFP may not make reaching isolated frontier regions possi-
ble. To correctly locate these isolated regions, we launch the
dual FFP (DFFP) after the FFP ends, which propagates the
frontier inside the explored map by reversing the role of free
and unknown cells. In other words, our FFP+ employs both
FFP and DFFP to correctly locate the frontier region.

Unlike FFP starting from an unknown cell, DFFP needs
to start propagation from a free cell, exploiting the robot’s
current position as a seed point, which is guaranteed to be
a free cell. Because DFFP reverses the role of free and
unknown cells and propagates over free cells, it results in
the inner frontier cells F̃ that bound the frontier cells F .
Since the inner frontier cells F̃ are not the actual frontier
region (see III-A for the definition of the frontier region),
DFFP locates the actual frontier regions by searching the
neighboring cells to identify the valid frontier region. Figure
2 visually illustrates the difference between FFP and DFFP.
Lastly, FFP+ merges the two frontier region sets found by
FFP and DFFP.

B. Generating Meta-Datasets

Our network models follow a supervised learning regime,
which requires a good training dataset. To address this need,
we utilized the Explore-Bench [15] simulator and datasets
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Fig. 2: (a) Isolated unknown cells (bottom right) that are
unreachable when propagated from the outside using FFP.
(b) DFFP propagates from the robot’s position (free cell) to
identify the inner frontier region that FFP might overlook.

to generate meta-datasets comprising various information.
Figure 3 showcases the instances of meta-dataset when the
robot is positioned at the bottom right corner of the world
(see Figure 3(a) and 3(b)); specifically, Figure 3(c) and 3(f)
are utilized for training FR-Net. Figure 3(d), 3(e), and 3(g)
are meta-datasets for A*-Net, and Figure 3(c), 3(f) and 3(h)
are for VizNet. The methods to generate these datasets will
be explained in more detail in Section V-B and V-C.

We repeated 100 times of autonomous exploration runs
using Autoexplorer [3] combined with our FFP+ as the FR
detector to collect the meta-dataset. The exploration runs
were equally executed in the six different simulation worlds
available in Explore-Bench. Each run consists of approx-
imately 22 times of exploration plans before completing
exploring a world, generating the same number of meta-
data sequences. Therefore, the training dataset includes about
13K suites of meta-data to train and validate our ANN
models. As demonstrated in Sec. VI-B, even though our
dataset is generated from small-scale world environments,
the trained network model exhibits generalization to much
larger-scale environments, effectively capturing important
patterns within the dataset.

V. LEARNING FOR FRONTIER POINT DETECTION

A. FR-Net

The main goal of FR-Net is to classify the input grid-map
cells into FR or non-FR cells. To model this pixel-wise binary
classification, we employed U-Net architecture [16] in which
single channel output with sigmoid activation is utilized. In
the training mode, the model is supervised by the FR data
obtained from the method described in Section IV-A and
IV-B, optimizing the binary cross entropy loss.

B. A*-Net

A* algorithm [4] is an optimal graph-search method to
find a minimal costing path between the start and the goal
node. A* traverses the graph by evaluating a cost function
F(n) consisting of the path length measured from the start
node to n and a lower-bound distance from n to the goal
node based on a heuristic function.

Similarly, using the grid map, our A*-Net learns and
predicts the cost value to the goal node from a starting node
n. More specifically, A*-Net Aθ learns the inverted estimate
of a normalized cost F(·), F̃(·) = 1 − F(·). To train this
network, using a 2D grid map M, we generated mass tuple
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Fig. 3: (a) Top view of a training world. (b) an input grid
mapM with FR in red when the robot in cyan is positioned
at the bottom right of this world. The color bar in (g) and
(h) indicates the normalized metrics.

sets Da = {F ,Mo,G, F̃(F)} with the frontier region F ,
obstacle map Mo, G of 2D Gaussian distribution centered
around the robot’s position, and the inverted normalized cost
function F̃ computed for F using A*, as exemplified by
Figure 3. Note that Da (also Dv in the next section) does not
explicitly contain the robot’s current position. The position
information is provided by ensuring that the robot is always
centered in the map M. This implicit encoding offers a
couple of important benefits:

1) The implicit position encoding reduces the uncertainty
of the networks by eliminating the time-varying robot
position information from the input data of the network.

2) Constructing the active map, explained in Section V-E,
can be simplified and consistent by defining it centered
around the robot’s position.

A*-Net is also based on U-Net architecture with tanh acti-
vation functions at the last output layer to enforce continuous,
normalized output values [17].

C. Viz-Net

Many conventional frontier-based exploration methods
rely on a greedy exploration strategy where the next best
place to visit is the closest point w.r.t the current robot
position. However, the closest point does not necessarily
maximize exploration coverage when the point is visited. Our

exploration system using Viz-Net also strives for maximal
coverage when a frontier point is considered to be visited.
Specifically, our Viz-Net model Vϕ is designed to predict the
visibility (coverage reward) for each point belonging to F .

To train this model, we generated mass tuple sets Dv =
{M,F ,V(F)}, where V(·) is the number of covered cells
(either FREE or OCCUPIED) visible from the cells belong-
ing to F . In our implementation of V(·), we uniformly
sample the angular space of S1 at 3.6 degrees and check
for the visibility along each sampled direction using ray-
shooting. Figure 3(h) presents an instance of visibility mea-
sured for the grid map corresponding to Figure 3(b). Similar
to the A*-Net, Viz-Net employs U-Net architecture with
tanh activation output to enforce continuous output.

D. Optimal Frontier Decision

We ensemble the two score measures by weight-averaging
the results from Viz-Net and A*-Net to estimate the optimal
frontier point. That is :

f∗ = argmax
i

(λF̃i + (1− λ)Vi), ∃λ ∈ [0, 1] (3)

where λ can be interpreted as a relative strength of the
exploitation strategy to the exploration strategy, e.g., λ = 1
makes the system behave as a greedy exploration.

E. Size-Agnostic Exploration

It is often the case that the grid map size increases over
time as the robot explores more space during an exploration
task. However, since the input and output sizes of our
network model are fixed, the size of the input grid map and
the output predictions must be fixed accordingly. If the size
of the exploring space is known as apriori, we may adjust
the network size. However, such information is unavailable
when exploring an unknown environment.

To address this issue, we propose a dynamic window-
based strategy that employs a fixed-size bounding box, which
moves an active map (AM) along with the robot, where
the AM continuously feeds itself as the input to the FR-
Net. Therefore, our FR-Net applied to the active map only
to locate local frontier points, and they are sequentially
registered in global frontier point list. Moreover, our A*-
Net and Viz-Net are applied to only the active map to
determine the best frontier point out of the local frontier
points. If local frontier point is unavailable because the
currently observed AM is fully covered, we choose the next
target from the global frontier point list. Note that global
frontier point list accumulated over time as the AM moves
around the exploring space. In our implementation, we use
the 1024×1024 active map, which is down-sampled once to
512×512 before passing it to FR-Net.

VI. EXPERIMENTAL RESULTS AND ANALYSIS

In this work, we utilized a workstation with an AMD
Threadripper processor running at 4.2GHz and a Nvidia RTX
3090 GPU. Leveraging this computing setup, we successfully
incorporated our learning-based exploration models into the
ROS navigation system to build a fully integrated mobile
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Fig. 4: Benchmarking world and explored map results of Neuro-Explorer with exact and estimated localization.

navigation SW system [18], including global and local plan-
ners. We deployed Turtlebot3 of 0.19m × 0.18m size with
the OctoMap [19], building an occupancy grid map based
on the ground-truth localization. For a fair comparison, we
used the TEB local planner [20], the same planner used in
the baseline systems.

As testbeds for benchmarking our system, we created
two large-scale simulated worlds independent of the training
environments by replicating the Willow-Garage (WGx1)
world [21] two or three times, denoted as WGx2 and WGx3,
respectively, throughout this paper. A top-view image of
WGx3 can be found in Fig. 4(a), and its dimension is 135m×
80m. Subsequently, we carried out extensive experiments in
WGx1∼WGx3 to evaluate the performance of our Neuro-
Explorer system. To this end, we posed the following four
important questions:
Q1 Exploitation vs Exploration: How should we combine

A*-Net and Viz-Net to obtain the best planning perfor-
mance?

Q2 Performance: How well does Neuro-Explorer perform
compared to conventional greedy exploration methods?

Q3 Scalability: How scalable is Neuro-Explorer for a long-
term exploration task?

Q4 Localization insensitivity: How insensitive is Neuro-
explorer to the planner’s localization accuracy?

A. Lambda Analysis

This section explores Q1. We carried out numerous ex-
ploration runs to find the optimal λ value between 0 and 1.
We conducted five exploration runs for each λ and measured
the time spent for each run. All the exploration runs were
repeated in WGx1. Table I presents the median results of
the five exploration runs. The metric Tp [15] indicates the
exploration time spent completing p% of the map.

Tp(103s) T50 T80 T90 T99

λ = 0.0 0.41 1.04 1.41 2.27
λ = 0.2 0.54 0.98 1.6 2.17
λ = 0.4 0.41 1.04 1.59 2.20
λ = 0.6 0.65 1.35 2.06 2.41
λ = 0.8 0.69 1.19 2.14 2.34
λ = 1.0 0.84 1.64 2.10 2.34

TABLE I: λ analysis
According to this study, reducing λ is certainly beneficial

for achieving up to 90% of the total map. Therefore, λ should

be adjusted based on the characteristics of exploration tasks.
For example, if the objective of the exploration task is to
rapidly cover 90% of the environment, even VizNet alone is
adequate. However, if the task strictly requires achieving over
99% coverage, A*-Net should also be considered. Overall,
the best exploration performance was obtained when λ =
0.2 ∼ 0.4 by emphasizing the exploration strategy (Viz-Net)
over the exploitation strategy (A*-Net). In other words, this
experiment signifies that the optimal frontier point is not
necessarily the closest relative to the current robot position.
Thus, simple imitation learning based on traditional greedy
frontier detection is not the best strategy.

B. Large-scale Indoor Exploration

This study investigates Q2 and Q3. We carried out multiple
exploration experiments in WGx2 and WGx3, comparing
against two state-of-the-art baseline approaches, Autoex-
plorer [3] and SMMR-Explorer [22], as well as FR-Net Ran-
dom. The FR-Net Random finds frontier points by running
FR-Net but disabling both A*-Net and Viz-Net. Testing and
comparing this system highlights the importance of locating
the optimal frontier point.

Beginning from the same position in the world, each
method explores the WGx2 or WGx3 world and attempts
to build a map out of it, and we have measured the time
spent to build the entire map. Table II reports the explo-
ration time of the four approaches. Only Neuro-Explorer
and FR-Net Random achieved 99% coverage of the testing
space, while Neuro-Explorer explores much faster than FR-
Net Random. Furthermore, the other approaches terminated
before completing the exploration - covering only 30% to
40% in WGx3. Moreover, Neuro-Explore outperforms other
traditional approaches in terms of exploration time except
for one occasion, which corresponds to covering only 30%
of the large environment. The result observed with FR-
Net Random instantiates why efficient planning matters in
exploration tasks, where the random planning strategy in FR-
Net Random takes about 86% more time to reach Tp on
average than Neuro-Explorer. All results were obtained by
taking the median of five exploration runs for each method.

C. Exploration Without Precise Localization

This study investigates Q4. Although the localization prob-
lem and planning problems are orthogonal, the significance
of this study lies in the practical usability of our system



Methods Exploration Time for WGx2/WGx3 (in 103s)

T30 T50 T90 T99

SMMR-Explore 0.85/1.38 2.09/ − − / − − / −
Autoexplorer 0.64/1.37 1.24/ − 2.55/ − − / −
FR-Net Random 1.73/2.30 3.23/6.03 7.28/13.2 8.89/15.6
Neuro-Explorer 0.46/1.82 0.94/2.69 2.47/6.46 4.82/8.29

TABLE II: Comparisons of exploration time spent for dif-
ferent methods in WGx2 and WGx3 worlds: */* in each cell
indicates the time taken in WGx2 and WGx3, respectively,
and - means no available data due to incomplete exploration.

in more realistic scenarios. Indeed, this study is especially
pertinent to indoor exploration problems due to the absence
of GPS signals in such environments. To compensate for
the unknown ground-truth robot position, we employed the
SLAM toolbox [23] to estimate the robot’s position and
generate the occupancy grid map. Our system completed
the exploration of WGx3, resulting in the reconstructed map
shown in Fig 4(c). The experiment marked T50, T90, and
T99 to be 4959s, 8334s, and 9275s, respectively. Compared
to the result reported in Table II, the performance degradation
may be due to inaccurate localization and mapping, resulting
in inefficient planning during the exploration task.

VII. CONCLUSION

We introduced a learning-based autonomous exploration
system in indoor environments with unknown spaces. Our
FR-Net is capable of detecting FR cells in the input grid
map. The detected FR cells are assessed by our A*-Net and
Viz-Net, making a reasonable decision to the best frontier
point. In our experiments, our method outperforms other
traditional methods in terms of exploration performance and
coverage rates. In the future, we aim to conduct an in-depth
study of our neural networks, exploring various approaches
to improve A*-Net and Viz-Net.
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