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Interactive Collision Detection for
Deformable Models using Streaming AABBs

Xinyu Zhang and Young J. Kim

Abstract—We present an interactive and accurate collision detection algorithm for deformable, polygonal objects based on the

streaming computational model. Our algorithm can detect all possible pairwise primitive-level intersections between two severely

deforming models at highly interactive rates. In our streaming computational model, we consider a set of axis aligned bounding

boxes (AABBs) that bound each of the given deformable objects as an input stream and perform massively-parallel pairwise,

overlapping tests onto the incoming streams. As a result, we are able to prevent performance stalls in the streaming pipeline that

can be caused by expensive indexing mechanism required by bounding volume hierarchy-based streaming algorithms. At run-time,

as the underlying models deform over time, we employ a novel, streaming algorithm to update the geometric changes in the AABB

streams. Moreover, in order to get only the computed result (i.e., collision results between AABBs) without reading back the entire

output streams, we propose a streaming en/decoding strategy that can be performed in a hierarchical fashion. After determining

overlapped AABBs, we perform a primitive-level (e.g., triangle) intersection checking on a serial computational model such as

CPUs. We implemented the entire pipeline of our algorithm using off-the-shelf graphics processors (GPUs), such as nVIDIA

GeForce 7800 GTX, for streaming computations, and Intel Dual Core 3.4G processors for serial computations. We benchmarked our

algorithm with different models of varying complexities, ranging from 15K up to 50K triangles, under various deformation motions,

and the timings were obtained as 30~100 FPS depending on the complexity of models and their relative configurations. Finally, we
made comparisons with a well-known GPU-based collision detection algorithm, CULLIDE [4] and observed about three times
performance improvement over the earlier approach. We also made comparisons with a SW-based AABB culling algorithm [2] and

observed about two times improvement.

Index Terms—Collision Detection, Deformable Models, Programmable Graphics Hardware, Streaming Computations, AABB.

1 Introduction

The goal of collision detection is to determine whether
one or more geometric objects overlap in space and, if they
do, identify overlapping features, also known as collision
witness features. Collision detection has been used for a
wide variety of applications that attempt to mimic the
physical presence of real world objects. The types of these
applications include physically-based animation, geometric
modelling, 6DOF haptic rendering, robotic path planning,
medical imaging, interactive computer games, etc. As a
result, many researchers have extensively studied the col-
lision detection problems over the past two decades. An
excellent survey of the filed is available in the work by Lin
and Manocha [1].

At a broad level, the field of collision detection can be
categorized differently depending on the nature of input
models (rigid vs. deformable, linear vs. curved, or surface
vs. volumetric), the existence of motion (static vs. dy-
namic), the type of collision query (discrete or continuous),
and the type of computing resources that collision query
utilizes(CPUs vs. GPUs). In principle, it is well known
that the worst case computational complexity of any col-
lision detection algorithm can be as high as quadratic in
terms of the number of primitives contained in the input
models. In practice, however, the actual number of col-
liding primitives tends to be a relatively small number.

e The authors are with the department of computer science and
engineering at Ewha womans university in Seoul, Korea. Email:
{zhangzy, kimy}Qewha.ac.kr

Therefore, the major efforts in most of existing collision
detection algorithms have been focused on reducing the
number of collision checkings between colliding primitives
(e.g., triangles). Often, this goal is achieved through the
use of bounding volume hierarchies (BVHs) such as axis
aligned bounding box (AABB) trees, sphere trees, oriented
bounding box (OBB) trees, discrete orientation polytopes
(DOPs) or convex hull trees, or through the use of modern
rasterization hardware.

Even though some researchers believe that collision de-
tection is a solved problem, there are still quite a few chal-
lenges left. In particular, collision detection of deformable
bodies is one of the remaining yet difficult challenges. The
major difficulty of devising an efficient solution for de-
formable models lies in the fact that it is quite expensive
to update the auxiliary collision querying structure such
as BVH as the underlying model deforms over time. In or-
der to address this issue, researchers have suggested a lazy
update of BVHs [2], reduced deformation of models [3], or
the use of GPUs based on image space computations [4],
[5], [6], [7], [8]. However, the accuracy or the performance
of the first three techniques are governed by image-space
resolution and viewing directions. The efficiency of the
GPU-based technique depends on the resolution of image
space and it may not work well for highly deforming models
that have many overlapping primitives and it often misses
many colliding pairwise primitives. In-depth discussion of
these challenges for collision detection of deformable ob-
jects can be also found in Teschner et al.’s work [9].
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(a) Intersecting bunny models

(b) AABB streams of bunny models

(c) Intersected AABBs

Fig. 1. Collision Detection using Streaming AABBs. (a) shows intersecting two bunny models (blue and cyan); (b) two bounding AABB streams
(white and light blue boxes) are superimposed on the bunny models that they bound respectively; (c) highlights intersecting AABBs (shown as
orange and yellow boxes). Using commodity graphics processors, our algorithm is able to find all the intersecting AABBs in the object space;
using CPUs, the algorithm reports actually colliding triangles contained in the intersecting AABBs.

Recently, the streaming computation model has drawn
much attention from different areas like computer graphics,
image processing, geometric modelling, and even database
[10]. The concept of a streaming model is not novel but
it has been around for more than four decades. However,
the recent introduction of powerful streaming architecture
like GPUs revitalize the new era of streaming computa-
tions. This research trend is expected to continue and grow
thanks to other emerging, new streaming processors like
CELL processors[11], [12]. In contrast to the traditional,
serial computation model like CPUs, a streaming compu-
tation model represents all data as one or more streams,
which are defined as one or more ordered sets of the same
data type. Allowed operations on streams include copying
them, deriving sub-streams from them, indexing into them
with a separate index stream, and performing computation
on them with kernels. A kernel operates on entire streams,
taking one or more streams as inputs and producing one or
more streams as outputs. Moreover, computations on one
stream element are never dependent on computations on
another element [13], [14], [15], and thus can be performed
in parallel with the same instructions.

1.1 Main Results

In this paper, based on the powerful concept of stream-
ing computations, we present a novel collision detection
algorithm for severely deforming objects. At a high level,
the streaming computations in our algorithm can be split
into three stages:

1. Stream Setup: As preprocess, for each deformable
object, we calculate a set of axis aligned bounding
boxes (AABBs) that bounds the object, and consider
each set as an input stream to our collision detection
algorithm.

2. Stream Calculation: At run-time, we perform
massively-parallel pairwise, overlapping tests onto the
incoming streams. Moreover, we use a streaming
en/decoding strategy to get only the computed re-
sult (i.e., collisions between AABBs) without actually
reading back the entire output streams

3. Stream Update: As the underlying models deform
over time, we employ a novel, streaming algorithm to

update the geometric changes in the AABB streams.

After determining overlapping AABBs at the stream cal-
culation stage (step 2), we perform a primitive-level (e.g.,
triangle) intersection checking on a serial computational
model, implemented using CPUs. The entire streaming
computations are implemented using one of the highly suc-
cessful streaming architecture of modern era, graphics pro-
cessing units (GPUs).

One of the major distinctions between our algorithm and
other GPU-based algorithms is that the entire pipeline of
our approach performs collision detection in object space
and never misses any pairwise, colliding primitives. More
specifically, the main advantages of our approach include:

e Streaming computations: our algorithm performs
massively parallel overlap tests on streaming AABBs
by utilizing the high floating bandwidth of modern
GPUs.

o Tile-based rendering: To cope with the limited
memory (i.e., texture) size available in modern GPUs,
our algorithm uses a tile-based rendering technique to
handle a large AABB stream.

« Hierarchical stream readback: As a remedy for
slow downstream bandwidth from GPUs to CPUs, the
algorithm fetches minimal stream data from GPUs to
CPUs using a hierarchical en/decoding stream read-
back strategy.

« Generality of input models: The algorithm can
handle general polyhedral models and makes no as-
sumptions about their topology and connectivity.

e Accurate results: The entire pipeline of our algo-
rithm is performed in object space and can report all
colliding primitives within a floating point precision of
the underlying CPUs and GPUs.

o Interactive performance: Our extensive experi-
ments show that the algorithm is robust and is able to
report collision results of deformable models at highly
interactive rates.

1.2 Organization

The rest of the paper is organized in the following man-
ner. Section 2 surveys related work on collision detection
of deformable objects. Section 3 gives a brief overview
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of our approach. Section 4 describes the precomputation
stage of our algorithm and section 5 presents our stream-
ing collision detection algorithm. Section 6 provides our
streaming update scheme and section 7 highlights our algo-
rithm’s performance on different benchmarks and analyzes
its efficiency compared to other algorithms. In section 8§,
we conclude the paper and discuss a few limitations of the
algorithm and suggest possible future work.

2 Previous Work

In this section, we give a brief overview of related work
in collision detection for deformable objects. A more thor-
ough, recent survey on collision detection for deformable
models is available in [9].

2.1 CPU-based Algorithms

At a high level, collision detection (CD) algorithms can
be classified into two categories: broad phase object-level
CD and narrow phase primitive-level CD. For the broad
phase CD, algorithms based on sweep-and-prune have
been proposed in I-COLLIDE [16], V-COLLIDE [17] and
SWIFT/SWIFT++ [18]. However, these techniques are
designed mainly for rigid models. It is not clear whether
they can handle large deformable models at interactive up-
date rates.

For the narrow phase of CD algorithms, a variety of
techniques have been presented such as the use of BVHs,
geometry reasoning, algebraic formulations, space parti-
tions, parse methods and optimization techniques [1], [19].
In particular, BVHs have been proven efficient and suc-
cessful in collision detection. Examples of typical bound-
ing volumes used in the literature are AABBs [2], [20],
[21], spheres [22], [23], OBBs [24], DOPs [25]. By intro-
ducing AABB trees, the accurate algorithm suggested in
[2] for deformable models has special advantages for slight
deformations, because refitting AABB trees is much faster
than rebuilding them. Recently, by combining BVHs with
a cache-oblivious layout, the query time of collision detec-
tion for rigid bodies can be reduced significantly [26].

2.2 GPU-based Algorithms

CD algorithms based on GPUs can be classified into two
different categories: image space- and object space-based
approaches. The former approach exploits the powerful
rasterization capability available in modern GPUs to per-
form intersection tests between object primitives in image
space. The effectiveness of the approach is often limited
by the image space resolution. The latter approach utilizes
the high floating point bandwidth and programmability of
GPUs and all the computations are performed in object
space and thus are limited by the floating point precision
of GPUs.

2.2.1 Image Space-based Techniques

The pioneering work of image-based collision detection
has been introduced by [27] for convex objects. In this
method, two depth layers of convex objects are rendered
into two depth buffers and an interval between the smaller

depth value and the larger depth value at each pixel is used
for interference checking [9]. The work by [28] is able to
detect collision for arbitrary-shaped objects, but the max-
imum depth complexity is limited and object primitives
must be pre-sorted.

For cloth simulation, the first image-based collision de-
tection algorithm has been presented in [29]. The al-
gorithm generates an approximate representation of an
avatar by rendering it from front to back and reports pen-
etrating cloth particles. [8] uses a voxel-based AABB hi-
erarchical method for highly compressed models.

The algorithm for virtual surgery operations [30] has
been introduced to detect intersections between a surgi-
cal tool and deformable tissues by rendering the interior
of the tool based on the selection and feedback mechanism
available in OpenGL. However, selection and feedback can
cause stalls in the graphics pipeline because it relies on
the use of expensive picking matrices, thus resulting in a
worse performance. The algorithms based on distance field
computations [31] can report various proximity informa-
tion such as interference detection, separation distance and
penetration depth. In [32], they have presented a method
to detect an edge/surface intersection in multi-object en-
vironments.

Layered Depth Images (LDIs) is used in [33] to approxi-
mately represent objects’ volume and perform CD for mod-
els with closed surfaces. A method using GPUs-assisted
voxelization is introduced in [34]. The approaches utiliz-
ing hardware-supported visibility queries [4], [6] have been
proposed to significantly improve the efficiency of colli-
sion culling. However, the accuracy is governed by the
image-space resolution and viewing directions. The issue
of accuracy has been resolved by their improved algorithm,
R-CULLIDE [5], but its performance is still governed by
the resolution and viewing directions. A more recent al-
gorithm [35] precomputes a chromatic decomposition of a
model into non-adjacent primitives using an extended-dual
graph. However, it requires a fixed connectivity for a model
and can not be applicable to models with an arbitrary con-
nectivity.

2.2.2 Object Space-based Techniques

Utilizing the high floating point bandwidth and pro-
grammability of modern GPUs, a hierarchical collision de-
tection method for rigid bodies using balanced AABB trees
has been devised in [36]. The algorithm maps AABB trees
onto GPUs and performs a breadth-first search on the
trees. During the traversal of hierarchy, occlusion query
is used to count the number of overlapping AABB pairs
and recursive AABB overlapping tests in object space is
implemented using GPUs. However, traversing hierarchi-
cal structure on GPUs turns out to be a huge overhead
for GPUs and this algorithm does not work at interactive
rates. Moreover, the algorithm is designed only for rigid
models, not for deformable models. A similar work using
filtering operation has been suggested by [37]. [38] has pro-
posed a GPU-based method to perform self-intersections
between deformable objects. This method also fully uti-
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I. Stream Setup

I1. Stream Calculation

I11. Stream Update

1. AABB tree building
2. AABB texture preparation

1. Global AABB overlap test

2. Streaming AABB overlap test
3. Stream reduction

4. Primitive-level intersection test

1. Texture Download
2. Stream update

Deformation Simulation

Fig. 2. The Streaming Collision Detection Pipeline. Stage | performs AABB stream setups. Stage Il executes massively-parallel overlap test between
AABB streams. Stage Il updates the AABB streams as the underlying model deforms. The steps associated with streaming computations are

italicized.

lizes the floating point bandwidth and programmability of
modern GPUs but the input models are limited to around
1K triangles.

3 Algorithm Overview

The pipeline of our algorithm involves the following three
steps to perform streaming collision detection between two
deformable objects. The first step is performed as prepro-
cess whereas the last two steps at run-time.

1. Stream Setup: (also see Section 4)

(a) As preprocess, the 1D stream, SX, of AABBs is
pre-built by building an AABB tree of a given model
X in a top down manner such that each leaf node
in the tree respectively corresponds to a unique el-
ement, 0X, in $* (ie., S* = UDYX). OX may
contain more than one triangle but each triangle
belongs to a unique (X in S¥.

(b) On GPUs, each X requires two texels to repre-
sent the bound (min/max) of an AABB and, as a
result, S¥ is stored at two floating point 1D tex-
tures {Trr)z(inv Tn)z(az}'

2. Stream Calculation: (also see Section 5)

(a) Global AABB Overlap Test: We check for an
intersection between the global AABB pairs of mod-
els. We further continue the following steps only
if there occurs an intersection between the global
bounding boxes.

(b) Streaming AABB Test: All possible pairwise
combinations between X and D}/ from models
X,Y are examined for their possible overlap. This
process is enabled by rendering a two dimensional
rectangle onto an off-screen buffer while invoking a
fragment shader to actually perform an AABB over-
lap test. More specifically, the rectangle is textured
periodically with two 1D textures {7,X,  7.X 1 in
vertical direction and two 1D textures {Z,Y,,, 7,Y .}
in horizontal direction. The Boolean results of

the above computation are stored at the off-screen

buffer.

(¢) Stream Reduction: Our algorithm encodes the
Boolean results into a packed representation to
speed up the reading performance from GPUs back
to CPUs. Based on a multi-pass rendering tech-
nique on off-screen buffers, we employ a hierarchi-

cal readback strategy that is a variant of [38]. The
hierarchical readback structure is constructed in a
bottom-up manner such that a single pixel in a
higher level off-screen buffer encodes the Boolean re-
sults of a group of neighboring pixels in a lower level
off-screen buffer. When we decode the Boolean re-
sults, we traverse the hierarchy in a top-down man-
ner.

(d) Primitive-level Intersection Test: Exact
primitive-level intersection tests are performed on
CPUs only for overlapping (X, D}-/ pairs. We use a
standard triangle/triangle intersection test such as
[39]. This test does not rely on streaming compu-
tations.

3. Stream Update: (also see Section 6)

As the underlying models X,Y deform, their associ-
ated AABB streams S¥,SY should be updated. In
our case, each of SX,SY is stored at two 1D min/max
textures (e.g., 7., T,x,. for S*). Each texel in
T.X  (or T, .) represents the lower bound (or up-
per bound) of associated geometry. We update 7,
(or 7,X.) by rendering a single 1D line and invoking
a simple fragment program that performs pixel-wise
min and max operations.

4 Stream Setup

An input stream S¥X to our CD algorithm consists of an
ordered set of AABBs [J:X’s that bound a given deformable
model X. In this section, we explain how we initially create
S¥ and later describe in Section 6 how we update S¥ as
X deforms.

4.1 AABB Stream Construction

We start building an AABB tree using the method sug-
gested in [2]. An AABB tree is built by recursively sub-
dividing the given model in a top down manner. Each
leaf AABB node in the tree contains no more than a user-
provided, number of triangles and each triangle belongs
to only one leaf AABB node. Fig. 3-(a) illustrates the
structure of a typical AABB tree for a model X. Parts
of actual model geometry (e.g., triangle list) are kept in
each leaf node. Then, each leaf node produces one AABB,
00X, and we collect these [1:X’s to form an AABB stream

7

SX. Note that UCX bounds X, but (¥ is not necessarily
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disjoint to each other; i.e., 0¥ N DJX may not be empty.
Besides, we also maintain a vertex list for all the vertices
contained in [JX. As we will see in Sections 4.2.2 and 6,
these vertex lists are used to accelerate updating AABB
textures on GPUs.

@ ()
O Leaf Virtual Leaf O Internal nodes

Fig. 3. Pulling Down Operation. (a) An original AABB tree before
adjustment; (b) A complete binary AABB tree after adjustment by
adding virtual leaves using pulling down operations.

In order to adequately map S¥ to modern GPUs’ ar-
chitecture, however, we adjust each AABB tree to form
a complete binary tree by generating extraneous, virtual
nodes for a leaf level AABB node that does not exist in
the original tree. Although latest GPUs support textures
in non-power-of-two, power-of-two texture is still required
for the stream reduction technique, described in Section
5.3. We illustrate the adjustment scheme in Fig. 3. To
generate virtual leaves, we pull down a leaf node that is
not located at a bottom level and create its virtual chil-
dren. The values of the virtual children nodes are copied
from their parent. We simply call these virtual children
nodes, virtual nodes.

After the adjustment, at each level in the hierarchy, a
complete binary tree has 2¢ nodes including virtual ones,
where d is the depth of the given level. The leaf level
node of such a complete binary AABB tree corresponds to
0¥ and their union forms an AABB stream S*. S¥ is
represented as textures on GPUs.

4.2 Mapping AABB Streams to GPUs

The target streaming architecture on which we wish to
implement our CD algorithms is the most successful and
popular streaming architecture of all time, GPUs. Com-
pared to CPUs, the floating point performance of GPUs
has increased dramatically over the last four years. It has
been reported that GPUs’ performance doubles every six
month. Moreover, GPUs has a full programmability that
supports vectorized floating point operations at a quasi
full IEEE single precision. The raw speed, increased preci-
sion, and rapidly expanding programmability make GPUs
attractive platform for general purpose computation. On
GPUs, stream data are subject to be bound to textures
[40]. Now we explain how to prepare such textures on
GPUs to represent AABB streams.

4.2.1 1D AABB Textures

Modern GPUs can support four color channels RGBA
for textures where each color channel can be a floating
point number. As a result, in order to store the bound

(min/max) of each AABB element [JX contained in a
AABB stream S¥ at textures, we require two 1D textures

TX  TX .: let us call these textures 7,25 T.X =~ AABB
textures. More precisely, for each DX, its lower bound

and its
Fig.

(Tomins Ymin, 2min) is stored at one texel in 7%

upper bound (Zomaz, Ymaz, Zmaz) at one texel in 7,X .
4-(a) illustrates a brief description of this procedure.
Meanwhile, for each AABB stream S, we also prepare
its corresponding 1D stencil array whose dimension is the
same as the associated AABB texture, 7,2 or 7,X . Each
element in the stencil array indicates whether correspond-
ing AABB node (i.e., ) is real or virtual: following the
common OpenGL convention, zero denotes a virtual node
such that the pairs with zeroed ;X will not be further
considered being update in frame buffer after the AABB
overlap test. However, notice that for a pair of virtual
AABB nodes (say X, 0% ;) that share a common real
AABB parent node, at least one of them should be con-
sidered for an overlapping test, but not necessarily both
since they contain the same AABB value. Therefore, we
mark the first virtual AABB node as one while keeping the
second one as zero. For example, in Fig. 4-(a), the third
and fourth nodes are virtual nodes sharing the same, real
parent node in Fig. 3-(a). In this case, the third node will
be marked as one while the fourth will be as zero. The
created 1D stencil array fills up the stencil buffer that will
be used to prevent the frame buffer from unnecessary up-
date after the fragment processing in GPUs which actually
performs an AABB overlapping test (see Section 5.2).
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Fig. 4. Preparation of AABB Textures. (a) 1D AABB textures storing
the upper and lower bounds of AABBs and a stencil array; (b) 1D
vertex textures for unique vertices contained in AABB nodes.

4.2.2 Vertex Textures

As will be explained in Section 6 in detail, as a model
X deforms, its geometry as well as its AABB stream S¥
should be updated. The geometry of X, in our case, is rep-
resented using a list of triangles. These triangles are par-
titioned into a separate group and each group is bounded
by different [JX’s. Therefore, (JX can contain more than a
single triangle. To update (X under deformation, we need
to store the triangles at separate textures, called vertex
textures.

Let us denote ny,q, as the maximum number of trian-
gles that any (X can contain; i.e., Nyq, = max(|X]), Vi.
Then, we prepare n,,q; 1D vertex textures whose size is
the same as that of an AABB texture. For example, as
illustrated in Fig. 4-(b), the ith vertex contained in the

1. The vertex texture in our paper is a different notion from
nVIDIA’s vertex texture



jth AABB node is stored at the jth texel of the ith vertex
texture; however, here, we use only RGB channels of the
jth texel. The alpha channel (A) is reserved for represent-
ing an empty texel. In other words, if the size of (X, say
n; = |0, is smaller than 7,4, we set the alpha channels
of texels between n; + 1 and n,,.; to zero and set the rest
as one.

In practice, working with 1D textures on GPUs turns
out to be less efficient than 2D textures. The main reasons
are: (a) GPUs are equipped with 2D frame buffers, so 2D
textures tend to be updated more rapidly than 1D textures
[40] and (b) the maximum number of possible multiple
1D textures is limited by underlying hardware. Thus, we
pack Mnq: 1D vertex textures into a 2D texture whose
dimension is 2%maez x n,, .. where d,q. is the height of the
complete binary AABB tree.

5 Streaming Collision Detection

At run-time, our streaming CD algorithm reports all in-
tersecting triangles between two deforming models. This
run-time process can be subdivided into three stages:
global AABB overlap test, streaming AABB overlap test,
and fast readback of colliding results.

5.1 Global AABB Overlap Test

Let us denote the global AABBs that bound the entire
models X and Y as Dé , Dé respectively. As trivial re-
jection, if OX NOY = @, we immediately terminate the
algorithm and report no collision between X and Y; other-
wise, we continue the next steps described in Section 5.2.
This test does not require a streaming computation and
thus can be simply implemented on CPUs.

5.2 Streaming AABB Overlap Tests

The process of checking for overlaps between two AABB

streams S¥,SY proceeds in two steps:

1. Stream Pairing: we represent all possible pairwise
combinations between (X, 00) in ¥, 8" by textur-
ing a squared rectangle with 7% 7.X —in vertical
direction and with 7,Y, . 7Y  in horizontal direction.

2. Elementary AABB Overlap Test: rendering the tex-
tured rectangle invokes a fragment program on GPUs
for each pixel that performs a simple interval overlap-
ping test between (12X, D}/.

More precisely, for the step (1), we render a 2dmas x

24 rectangle, where d:X _and dY . are, respectively, the
heights of the AABB tree X and Y that were precomputed
as preprocess. We texture-map the rectangle with four 1D
textures 7,5 TX TY TY . as illustrated in Fig. 5.
T.X TX . from X are used to periodically texture the
rectangle in vertical direction and 7,%;,,7,Y . from Y in
horizontal direction.

For the step (2), rendering the above textured rectangle
invokes a same fragment program on every pixel in a SIMD
fashion on GPUs. The fragment program performs an el-
ementary overlap test for the corresponding pixel, which

represents a pair of AABBs, (X, D}/. The overlap test is a
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simple interval overlap test along three principal axes of an
AABB. However, as explained in Section 4.2.1, we prevent
some fragments from being updated in the frame buffer
since their associated AABB pairs are virtual nodes. We
use two 1D stencil arrays from model X and Y to set up
the stencil buffer to disable unnecessary update of frame
buffer after the fragment processing for those pairs. For ex-
ample, as illustrated in Fig. 5, the white blocks marked as
- represent prevented AABB pairs (PAPs) by the stencil
buffer.

The streaming AABBs of the model Y

model X

StenCiI(Y)—>|1|1|1|0|1|o|1|1|

Fig. 5. AABB pair overlap tests on GPUs. The red blocks represent
colliding AABB pairs (CAPs) and the blue blocks represent non-
colliding AABB pairs (NCAPs). The white blocks marked as '-’
represent prevented AABB pairs (PAPs) by the stencil buffer that is
defined by the stencil array of the model X (the right column) and
that of the model Y (the bottom row). The left AABB textures
correspond to an AABB stream SX of the model X and the top
AABB textures to SY of the model Y.

void streamingAABBTest ( float uvA: TEXCOORDO,
float uvB: TEXCOORD1,
out float4 color: COLOR,
uniform samplerlD minTextureA,
uniform samplerlD maxTextureA,
uniform samplerlD minTextureB,
uniform samplerlD maxTextureB)

float3 aabbMinA = (float3) tex1D(minTextureA, uvA).xyz;
float3 aabbMaxA = (float3) tex1D(maxTextureA, uvA).xyz;
float3 aabbMinB = (float3) tex1D(minTextureB, uvB).xyz;
float3 aabbMaxB = (float3) tex1D(maxTextureB, uvB).xyz;

if(aabbMinA.x > aabbMaxB.x || aabbMaxA.x < aabbMinB.x ||
aabbMinA.y > aabbMaxB.y || aabbMaxA.y < aabbMinB.y ||
aabbMinA.z > aabbMaxB.z || aabbMaxA.z < aabbMinB.z )
discard; //no overlap

color= float4(1.0, 0.0, 0.0, 0.0);

TABLE |

ELEMENTARY AABB OVERLAP TEST IN CG

The code implements a simple interval overlap test between AABB tex-
tures addressed by uvA, uvB, and returns its Boolean result as color.

The rendering result of the fragment program contains a
Boolean result of collision between a pair of AABBs: col-
liding AABB pairs (CAPs) and non-colliding AABB pairs
(NCAPs). For example, in Fig. 5, the red blocks repre-
sent CAPs and the blue ones represent NCAPs. Note that
PAPs are always NCAPs. Table I shows a simple, fragment
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(a) Two intersecting models

(b) Reduced hierarchical encoding

(c) Hierarchical encoding

Fig. 6. Snapshots of streaming AABB overlap tests on GPUs and the hierarchical readbacks. (a) Snapshot of two intersecting models with CAPs
in wire-framed boxes. (b) Reduced hierarchical readback. Left: collision result of AABB pairs stored at an off-screen buffer Py; the red pixels
indicate the CAPs. Right: encoded off-screen buffer by a 8 x 8 kernel P|. (c) Hierarchical readback. Left most: the same AABB collision
results Py. Right three images: hierarchically encoded off-screen buffers Py, Py, Ps.

program in Cg performing an elementary AABB overlap
test for each pixel.

In Fig. 6, we show snapshots of our CD algorithm in
action. In Fig. 6-(a), two deformable models X and Y
intersect with each other. The left image in Fig. 6-(b) is a
snapshot of a textured rectangle, where the red pixels are
CAPs and the black ones are NCAPs.

5.3 Stream Reduction
5.3.1 Hierarchical Readback

One of the limitations to map the concept of streaming
computations to GPUs is the limited bandwidth of data
transmission between GPUs and CPUs, especially reading
the stream data from GPUs back to CPUs, also known as
downstream bandwidth. Therefore, when mapping stream-
ing computations to GPUs, we need to carefully design the
algorithm in such a way that the number of readbacks from
GPUs should be minimized. In general, the readback time
increases linearly in proportion to the size of a readback.
For example, on nVIDIA GeForce 6800 with PCI express
bus architecture, it takes 96.97 ms to read the entire con-
tents of a 2048 x 2048 floating point color buffer whereas
it takes only 6.58 ms to read a 512 x 512 color buffer [41].

To speed up the readback performance, a straightfor-
ward idea will be to split a readback buffer into smaller
ones and read only relevant parts. A more intelligent way
is to read the data in a hierarchical fashion, assuming that
the relevant data is grouped together. In practice, collision
results show a spatial coherence; i.e., colliding triangles
tend to be in close proximity with one another. Based on
this observation, in [38], a hierarchical en/decoding strat-
egy has been suggested to speed up the readback perfor-
mance. We use a variant of this approach.

In our readback scheme, we consecutively reduce the size
of output stream in a hierarchical fashion. Initially, the
2D output stream whose element represents a Boolean col-
lision result is stored at a textured rectangular buffer P,
i.e., off-screen color buffer, as shown in Fig. 5. We ren-
der this buffer P, to another 4 x 4 times smaller buffer
P11 until the size of the rendered buffer P, reaches a
certain value; in practice, we use three layers of off-screen

buffers to encode the original off-screen color buffer (i.e.,
imaz = 3). We encode a set of 4 x 4 adjacent pixels in a
higher level buffer P; as a single pixel in a lower level buffer
Piy1.

When we decode the encoded streaming CD result, we
move backward from P41 to P;, starting from reading the
entire contents of P;_, . Since each pixel in P, indicates
the contents of 4 x 4 pixels in P;, we read only relevant
portion of pixels in the hierarchy. In practice, this ap-
proach works quite well when the ratio ,n , of CAPs to the
number of all AABB pairs is relatively small (say, 0.095%
in our implementation). However, as the ratio increases,
we might as well reduce the level of hierarchy. In fact, we
maintain only a single level in the hierarchy. More pre-
cisely, if n is smaller than a certain threshold, we perform
the hierarchical encoding strategy with 4,4, > 1. Other-
wise, we encode Py into P| whose size is 8 x 8 times smaller
than Py, but with 4,,,, = 1. As a result, a single pixel in
P] encodes 8 x 8 adjacent pixels in Pp.

Our experiment has shown that a variable hierarchical
method can provide a better readback timing than the
fixed hierarchy. Fig. 6 shows snapshots of the contents
in the hierarchical encoding at run-time. The left images
in 6-(b) and 6-(c) are both Py. The right image in 6-(b) is
P/, and the right three images in 6-(c), from left to right,
denotes P, P, P5, respectively (we also refer the readers
to see the accompanying video).

5.3.2 Analysis

Now, we give a brief analysis of the variable hierarchical
en/decoding strategy. Fig. 7 shows the performance of
the variable hierarchical strategy. The x axis denotes the
ratio n and the y axis is the encoding/decoding timing for
different n’s.

The hierarchical readback consists of two steps: encod-
ing Py into three layers P, P, P3 followed by decoding all
the layers backwards. In Fig. 7, the readback time is a
linear function of 1. Moreover, encoding timing is almost
constant if the size of Py is fixed whereas the decoding
time is also a linear function of 7. However, the encod-
ing or decoding time of the reduced hierarchical readback



scheme takes a constant time since there is only one level
of hierarchy.
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Fig. 7. Performance of variable hierarchical readback. Encoding(H) and
Decoding(H) are the timings of encoding and decoding using the hi-
erarchical readback scheme with three levels. Total(H) is their sum.
Encoding(RH), Reading(RH) and Decoding(RH) are the timings of
encoding, reading P|, and decoding using the reduced hierarchical
readback scheme with a single level. Total(RH) is their sum.

In order to improve the readback performance, when 7
reaches a threshold indicated by the dotted line (0.095%) in
Fig. 7, we switch from a hierarchical scheme to a reduced
one. As a result, in our implementation, we can always
read 2048 x 2048 data in less than 7.2 ms. Note that
an optimal threshold value n should be recalculated for
different sizes of Py.

5.4 Primitive-level Intersection Test

Once we find CAPs (say ¥, D}/), we perform a trian-
gle/triangle intersection checking for all pairs of triangles
contained in X ,D}/. We do not use streaming compu-
tations for this primitive-level checking unlike [36], [38];
instead, we use a classical, CPU-based method suggested
by Méller [39]. The main reason why we use a serial, CPU-
based method is that a set of triangles contained in CAPs
can be arbitrary such that the setup time to map the po-
tentially colliding triangles to textures can be quite expen-
sive [38] and this process can not be executed as prepro-
cess. Moreover, since the number of triangles contained in
CAPs is relatively small, the overhead of streaming compu-
tations for a primitive-level intersection checking can not
be compensated for.

5.5 Handling Large Models

The maximum texture size specified by GPUs limits the
maximum resolution of an AABB texture [14]. On modern
GPUs like nVIDIA GeForce 7800, for example, the maxi-
mum texture size is 4096 x4096. That means that the max-
imum height of the complete binary AABB tree in Section
4.1 is limited to 12. To overcome this limitation, we pro-
pose a tile-based method to render a large rectangle with as
many as max{1,d2 = —12}xmax{1,dZ , — 12} texturing

tiles. Each tile is rendered and read back independently.
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However, since the typical size of GPU memory is limited
to 256MB or 512MB, it is difficult to allocate these many
textures at one time. Thus, we create only a single render-
ing target (i.e., off-screen buffer) that can be used by all the
tiles. In theory, the tile-based rendering should perform
linearly with a respect to the number of tiles. However,
due to the GPU memory/cache coherence and parallelism
efficiency [42], the performance of tile-based rendering in
our test increases super-linearly. We anticipate that this
issue can be resolved in the future release of new GPU
architectures and drivers.

6 Stream Update

void streamUpdate ( float2 uv: TEXCOORDO,
out float4 color0: COLORO,
out float4 colorl: COLORI1,
uniform samplerRECT vertexT,
uniform float nmax)

float3 vmin = float3(1.0, 1.0, 1.0);
float3 vmax = float3(0.0, 0.0, 0.0);
float3 v;

for (int row=0; row<nmax; row—++)

{
v = texRECT (vertexT, uv + float2(0.0, row)).xyz;
vmin = min(vmin, v);
vmax = max(vmax, v);

color0 = float4(vmin, 0.0);
colorl = float4(vmax, 0.0);

}

TABLE Il

STREAM UPDATE USING A MIN/MAX OPERATION IN CG
The code implements a simple min/max operation for a 2D vertex texture,

and returns its result as colors.

As a model deforms, its associated AABB stream should
reflect the deformation. An earlier BVH-based algorithm
such as [2] refits an entire AABB tree after each deforma-
tion step. Our approach does not maintain such hierarchy
but has only an AABB stream (i.e., SX) corresponding to
the leaf nodes in AABB hierarchy. In our case, this stream
is mapped to AABB textures and the underlying trian-
gle geometry is mapped to vertex textures. For a given
model X, our goal is to store the element-wise minimums

of vertex textures (7,%,1 < i < Nynae) at 7,5, and the
element-wise maximums at 7,25, ; i.e.,
Tk = minicicn,,,, TX (k] (1)
Tpaalk] = maxici<n,,,, TX K]
and 1<k < 20mas

In order to perform element-wise min/max, we pack
Numaz Of individual 1D vertex texture, ’];X , into a sep-
arate column ¢ in one 2D vertex texture whose size is
Nmaz X 2%me= . Then, we render a single line and texture
map it with the 2D vertex texture, while redirecting its
output to two different render targets (for min and max, re-
spectively) using multiple render target technique (MRT)
available in OpenGL 2.0 and DirectX 9.0. A fragment
program is invoked to actually perform column-wise min
and max operations for the 2D vertex texture, as shown
in Tab. II. Utilizing MRT, we can calculate min and max
concurrently. After rendering is completed, 725 and T,;%

min max
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are respectively stored in the first and second render tar-
gets. The first render target is named as COLORO and the
second render target as COLORI in the code.

7 Experimental Results and Analysis

7.1 Implementation

We implemented the entire pipeline of our algorithm on
a PC equipped with a Intel Dual Core 3.4GHz Processor,
2.75GB of main memory and nVIDIA GeForce 7800 GTX
GPUs with 512M video memory and PCI-Express inter-
faces. As a choice for programming languages, we used Mi-
crosoft Visual C++, nVIDIA’s Cg shading language with
vp40 and fp40 profiles, and OpenGL 2.0 graphics library.
Because no GPUs currently provide double-precision float-
ing point numbers or double-precision arithmetic, for the
purpose of fair comparison, we have used 32-bit floating
point for both CPU and GPU computations throughout
the entire paper. However, even though the storage for-
mat of floating point in GPU is the same as the IEEE 754
standard, the arithmetic operation might produce slightly
different results.

7.2 Collision Benchmarking Scenario

In order to measure the performance of our streaming
CD algorithm, we employ six different deformable bodies
whose triangle count ranges from 15K to 50K triangles
(as shown in Table IIT). Such complex models can model
deformable simulation in most of applications. Also, we
apply two different kinds of deformations to the deformable
bodies to simulate their collisions:

e Wavy Deformation: Random bumps with wave
functions are generated on the surfaces of the de-
formable bodies and the bumps are propagated to the
entire surfaces. In our scenarios, sine and cosine func-
tions are used to simulate wavy bumps. Local poten-
tial energy introduced will be damped out while the
energy is being propagated to neighboring parts of the
surface.

e Pulsating Deformation: Vertex positions periodi-
cally move up and down in the direction of a surface
normal (bulging effect). Any random pulsating func-
tion can be chosen at user’s discretion.

7.3 Performance Analysis

The statistics and some snapshots of our experiments
are shown in Table IIT and Fig. 8-Fig. 9.

Table IIT shows the performance statistics of our algo-
rithm (all timings were measured in ms). The first four
columns indicate the triangle count of the tested models,
the number of CAPs, the number of the potential collid-
ing triangle pairs (PCTPs) and the number of actual col-
liding triangle pairs (CTPs), respectively. The following
five columns are the timings of streaming AABB overlap
tests, readback (encoding/decoding) by streaming reduc-
tion, primitive-level (i.e., triangle-level) intersection tests,
texture download and stream update (i.e., AABB textures

update). The last column indicates the total time includ-
ing all the steps used in our algorithm.

In Fig. 8, we used two deforming torii to simulate three
different configurations of deformations commonly occur-
ring in many applications: interlocking bodies, touching
bodies and merging bodies. Each torus consists of 15K
triangles. The timing in our experimental results shows
that the CD checking can be executed at the rates of 60-
80 frames per second (FPS) for the interlocking torii (Fig.
8-(a)), 90-100 FPS for the touching torii (Fig. 8-(b)) and
around 30 FPS for the merging torii (Fig. 8-(c)). For
these benchmarks, the wave deformation was adopted to
simulate the deformation.

We also have tested our algorithm with other models.
The snapshots of these benchmarks are highlighted in Fig.
9. For these benchmarks, the pulsating deformation has
been adopted. We refer to the accompanying video for a
better visualization of our experiments. The experimental
results have shown that our algorithm can be applied to
highly real-time applications that need to return all collid-
ing triangle pairs, accurately.

We analyze the time complexity of each step in our al-
gorithm. The streaming AABB overlap test takes a con-
stant time when the scenario is given. The hierarchical
readback takes a linear time in terms of the number of
CAPs when it is less than the precalculated threshold, and
takes a constant time when it is greater than the threshold,
as shown in Fig. 7. The primitive-level intersection test
takes a quadratic time in terms of the number of triangles
in AABBs. However, because each AABB (X contains
1;(n; < Nunaq) primitives where ny,q, is a fixed small con-
stant number, the primitive-level intersection test is sen-
sitive to the number of PCTPs in practice. The stream
update takes always a constant time. As a result, the en-
tire algorithm is sensitive to the number of PCTPs or the
number of CAPs in practice.

7.4 Comparisons with Other Approaches

Collision detection is well-studied in the literature and
a number of algorithms and public domain systems are
available. However, none of the earlier algorithms provide
the same capabilities or features as our streaming CD al-
gorithm does. We compare some of the features of our
approach with the earlier algorithms.

7.4.1 CPU-Based Algorithms

BVHs have been widely used for CD algorithms such as
[I-COLLIDE, RAPID, V-COLLIDE, SWIFT, SOLID 1.0,
QuickCD, etc. However, these algorithms are designed for
rigid bodies. In SOLID [2], AABB trees are used to handle
collisions for deformable bodies. However, its timing statis-
tics have showed that updating the entire AABB tree can
be a bottleneck of the algorithm, because it uses a lazy re-
fitting method to recalculate the new bounding box of each
leaf AABB node and recalculate internal AABB nodes in
a bottom-up manner. Our approach also uses AABB as
a bounding volume, but does not keep any hierarchy at
run-time unlike [2] such that we do not need to update
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nTris nCAPs | nPCTPs | nCTPs | Overlap Test | Readback | Tri Test | Texture Download | Stream Update | Total
1 | 15000x2 475 129884 429 0.10 0.23/1.38 15.19 2.43 0.70 20.03
2 | 150002 167 30108 214 0.11 0.22/0.59 3.77 2.46 0.71 7.86
3 | 15000%2 781 204848 748 0.12 0.21/1.94 23.94 2.45 0.69 29.35
4 | 15000%2 743 41921 473 0.11 0.24/2.52 5.70 3.62 1.00 13.19
5 | 200002 1372 166600 865 0.10 0.24/3.24 22.27 5.45 1.18 32.49
6 | 500002 306 233104 416 0.11 0.24/0.75 26.28 10.34 1.48 39.20

TABLE Il

PERFORMANCE STATISTICS OF OUR ALGORITHM.
The benchmark models from 1 to 6 are interlocking torii, touching torii, merging torii, bump bunnies, happy buddhas and intimate animals.
The first four columns: the triangle count of models, the number of CAPs, the number of potentially colliding triangle pairs (PCTPs) in
CAPs, and the number of actual colliding triangle pairs (CTPs). The next four columns of timings measured in msec: streaming AABB
overlap tests, readback by streaming reduction, primitive-level intersection tests and stream update. The last column: the total CD time.

(a) (b) (c) (a) (b) (c)

Fig. 8. Benchmark Set I: Each torus consists of 15K triangles and
the wave deformation is adopted to simulate the deformation. (a)
Interlocking torii (60-80 FPS). (b) Touching torii (90-100 FPS). (c)
Merging torii (25-30 FPS).
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Fig. 9. Benchmark Set Il: The pulsating deformation is adopted to
simulate the deformation. (a) Bump Bunnies (15K triangles/each,
50-60 FPS). (b) Happy Buddhas (20K triangles/each, 25-40 FPS).
(c) Intimate Animals (50K triangles/each, 20-35 FPS).

(b)

Fig. 10. Our Algorithm (StreamingCD) vs CPU-based AABB-tree Algorithm (SOLID). The graph compares the performance of SOLID [3] with
ours for benchmarking set I: (a) Interlocking torii. (b) Touching torii. (c) Merging torii.
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Fig. 11. Our Algorithm (StreamingCD) vs SOLID for Benchmarking Set II: (a) Bump Bunnies. (b) Happy Buddhas. (c) Intimate Animals.

such hierarchy. As a result, our update operation is more
efficient and faster than [2] where AABB trees need to be
updated in a bottom-up and serial manner on CPUs. An-
other bottleneck of the AABB tree scheme is in the process
of traversal if two objects have many overlapping AABB
nodes, for example, in severely deforming objects.

We have implemented the lazy AABB-update scheme
employed in SOLID [2] and compare its AABB culling
and AABB-tree update performance with our algorithm
as shown in Fig.’s 10 and 11. In the figures, we did not
include triangle-level intersection tests as they are used in
both schemes. Moreover, in order to highlight the perfor-
mance of our streaming algorithm, we separated the tim-

ing of texture download from CPU to GPU. Excluding
the downloading time, our algorithm is 2~10 times faster
than SOLID. Including everything together, our algorithm
is 1.4~2 times than SOLID. Notice that for more complex
benchmarking models such as Intimate Animals, our algo-
rithm performs even better. Considering the performance
growth rates of GPU compared to CPU, we expect that
the performance gap of collision detection observed in this
paper will be even wider in the future.

Finally, as new processors like CELL processors [11], [12]
are being equipped with streaming computation capabili-
ties, our algorithm can be adapted to other streaming pro-
cessors in the future, not just for GPUs. Compared to our
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algorithm, BD-tree [3] is an algorithm that is limited to
reduced deformable models and suitable for only small de-
formations, whereas ours can handle severe deformations.

7.4.2 CULLIDE

The CULLIDE [4], [5], [6] uses GPU-supported, image-
space visibility queries to perform visibility culling for po-
tentially colliding sets. Since these methods are image-
based methods, their effectiveness are subject to the ras-
terization resolution; however, to maintain a higher resolu-
tion in CULLIDE decreases the performance significantly
[5]. In addition, the collision culling efficiency is also sen-
sitive to the specified viewing directions. Finally, the orig-
inal and quick CULLIDE [4], [6] may miss many colliding
triangle pairs.

Pruning | Tri Test | # of PCTPs | # of CTPs | Missing
1 61.01 1.91 13915 101 63%
2 35.66 4.88 36270 117 44%
3 79.87 13.13 100254 330 74%
4 64.45 6.40 291890 327 32%
5 65.50 10.67 71760 377 26%
6 127.60 21.52 165166 91 68%
TABLE IV

PERFORMANCE STATISTICS OF CULLIDE. (SEE TEXT FOR THE
EXPLANATION OF THE ABBREVIATIONS)
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Fig. 12. Performance Comparison: Our Streaming CD vs CULLIDE.

The graph compares the performance of CULLIDE with that of our
algorithm to compute all the intersecting triangles under a same de-
formation scenario. On average, we have observed more than three
times performance improvement of our algorithm over CULLIDE.

As an exact collision algorithm, however, our approach
report all geometric contacts between deformable objects
within a floating point precision. We have compared the
performance of our algorithm with that of CULLIDE [4]
on the benchmarks proposed in Table III. The CULLIDE
library was provided by the authors of [4] and further
optimized for better performance. Table IV shows the
performance statistics of CULLIDE on our benchmarking
models. In this table, 'Pruning’ denotes the time spent
on pruning (occlusion query) using the nVIDIA OpenGL
extension GL_NV _occlusion_query; "Tri Test’ denotes the
time spent on the exact pairwise triangle intersection test
for the left triangles after Pruning; # of PCTPs’ denotes
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the potential colliding triangles; '# of CTPs’ denotes the
colliding triangles and "Missing’ denotes the percentage of
the missing collisions. We test the performance of CUL-
LIDE at an image space resolution of 512x512. During
the tests, we observed that many missing collisions (30%-
70%) arise in CULLIDE due to the image space resolu-
tion, even though we optimized visibility query by provid-
ing manually-optimized view directions. As mentioned in
CULLIDE [4], the pruning efficiency largely depends upon
the choice of view direction for orthographic projection. A
view direction randomly selected will cause worse pruning
performance in our scenarios. A higher image space res-
olution can reduce missing collisions, but then it require
more time on visibility culling and pairwise exact trian-
gle tests. Fig. 12 shows the performance results. In our
experimental setting, we have observed about three times
performance improvement over CULLIDE. As we increase
the image space resolution for CULLIDE, we expect even
higher performance gaps between ours and CULLIDE.

We expect better performance and higher accuracy from
the improved versions of CULLIDE such as R-CULLIDE
[5] or Quick-CULLIDE [6]. But since these methods rely on
AABB-tree culling to narrow down the potentially colliding
sets, a combination of our techniques with these methods
is expected to provide even better performance.

7.4.3 Other Related Algorithms

Based on chromatic decomposition, CDCD [35] performs
graph coloring on a polygonal mesh model that requires a
fixed connectivity. Whereas, our approach makes no as-
sumptions about input geometry and topology and works
on arbitrary polygonal models, i.e., polygon soups. In [36],
mapping AABB trees onto GPUs has been proposed by
progressively building tree structure on GPUs and issuing
HW-supported queries to check for the number of primi-
tives to be read into the frame buffer. But this algorithm
shows a poor performance because it relies on multi-pass
rendering and a brute force readback from GPU memory.
Moreover, this algorithm [36] is designed for only rigid bod-
ies, and it is not clear whether it can handle severely de-
formable bodies because updating the entire AABB trees
on GPUs can be a huge bottleneck.

8 Conclusion and Future Work

We have presented a fast, exact collision detection al-
gorithm for severely deformable models using streaming
AABBs. This approach has been implemented on pro-
grammable GPUs that perform massively-parallel stream-
ing computations very rapidly. Our approach is applica-
ble to arbitrary triangular models. The algorithm involves
streaming AABB overlap tests and stream update using
SIMD computations available on modern GPUs. In addi-
tion, to improve the performance and scalability of the al-
gorithm, we have presented a stream reduction technique
for efficient readback and a tile-based rendering. Com-
pared to the earlier algorithms, our approach provides
highly interactive update rates while being able to report
all the colliding triangles in the deformable models.
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Our algorithm has a few limitations. One of them is that
the algorithm requires pre-setup time to prepare AABB
streams and to map them onto textures in GPU’s memory.
Moreover, our algorithm may need more texture memory
than other GPU-based CD algorithms. Finally, our algo-
rithm can not report self-intersections occurring inside a
model.

For future work, we want to extend our algorithm to pro-
vide separation distance and penetration depth to better
support physically-based simulation. We would also like to
investigate a possibility of haptic rendering of deformable
models using our algorithm.
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Real-Time Animation of Large Crowds
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Abstract. This paper proposes a GPU-based approach to real-time
skinning animation of large crowds, where each character is animated
independently of the others. In the first pass of the proposed approach,
skinning is done by a pixel shader and the transformed vertex data are
written into the render target texture. With the transformed vertices,
the second pass renders the large crowds. The proposed approach is at-
tractive for real-time applications such as video games.

Keywords: character animation, skinning, large crowds rendering, GPU.

1 Introduction

In the real-time application areas such as video games, the most popular tech-
nique for character animation is skinning[l]. The skinning algorithm works effi-
ciently for a small number of characters. On the other hand, emerging techniques
for rendering large crowds[2,[3] show satisfactory performances, but do not han-
dle skinning meshes. The skinning algorithm can be implemented using a vertex
shader[4]. Due to the limited number of constant registers, however, the vertex
shader-based skinning is not good for rendering large crowds. There has been no
good solution to real-time skinning animation of large crowds, where each char-
acter is animated independently of the others. This paper proposes a GPU-based
approach to independent skinning animation of large crowds.

2 Pixel Shader-Based Skinning

This paper proposes a two-pass algorithm for rendering large crowds[5l[6]. In the
first pass, skinning is done using a pixel shader and the transformed vertex data
are written into the render target texture. With the transformed vertices, the
second pass renders the large crowds.

The skinning data for a vertex consist of position, normal, bone indices and
weights, and bone matrices. Fig.[I}(a) shows that position, normal, bone indices
and weights are recorded in 1D textures. A vertex is influenced by up to 4 bones.
The bone matrices are computed every frame, and each row of the 3x4 matrix
is recorded in a separate texture, as shown in Fig. [} (b).
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R. Harper, M. Rauterberg, M. Combetto (Eds.): ICEC 2006, LNCS 4161, pp. 382-385] 2006.
© IFIP International Federation for Information Processing 2006



Real-Time Animation of Large Crowds 383

bone  bone } characters—¢
position normal indices weights texture 0
. x|y [z |wlx [y |z |w . . texture 1
" texture 2
* 8
2 c
£ 3
g l
J P , L I I I I
T I T I T
(a) vertex textures (b) bone matrix textures
Fig. 1. Texture structures for vertex and matrix data
bone  bone
position normal indices weights n characters———|
(I o I o B J LR
4 ot AuAS
x|y x|y|z y [z |w| ¥z w] o x|y |z |w
= v |z |w
ER
v=4 (uv)=(14) u=1
<vertex textures> <render target textures> <bone matrix textures>

Fig. 2. Skinning and render target texture

Through a single drawcall, all vertices of all characters are transformed into
the world coordinates, and then written into the render target texture. Shown
in the middle of Fig. 2 is the render target texture for n characters each with
m vertices. For implementing the skinning algorithm in the pixel shader, the
vertex shader renders a quad covering the render target. Then, the pixel shader
fills each texel of the render target texture, which corresponds to a vertex of a
character.

The render target texture in Fig. [ is filled row by row. All vertices in a row
have the identical vertex index. Therefore, the vertex data from the vertex tex-
tures are fetched just once, and the cached data are repeatedly hit for processing
n-1 characters.

When skinning is done, the render target texture is copied to a vertex buffer
object (VBO)[7], and then each character is rendered by the vertex shader using
a given index buffer. For all of the render target texture, VBO and pixel buffer
object (PBO)[8], 32-bit float format is used for each of RGBA /xyzw for the sake
of accuracy.

3 Implementation and Result

The proposed algorithm has been implemented in C+4, OpenGL and Cg on
a PC with 3.2 GHz Intel Pentium4 CPU, 2GB memory, and NVIDIA Geforce
7800GTX 256MB. Table [Tl compares the frame rates of the vertex shader skin-
ning and the proposed 2-pass skinning. For performance evaluation, view frustum
culling is disabled and ‘all’ characters are processed by GPU. Fig. Blshows snap-
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Table 1. FPS comparison of vertex shader (VS) skinning and proposed 2-pass skinning

soldier horse
# characters VS | 2-pass VS | 2-pass
1 2340 | 1545 2688 | 1571
16 580 1057 575 1179
64 200 565 163 649
256 56 200 42 219
1024 14 55 10 58
2048 7 27 5 29
4096 3 13 2 14

Fig. 5. Rendering 5,120 horses with LOD and frustum culling

shots of rendering 1,024 soldiers. The average FPS is 55, as shown in Table[l In
the current implementation, 3 LOD meshes are used: each with 1,084, 544 and
312 polygons, respectively. Fig. 4] shows snapshots of rendering 10,240 soldiers
with LOD applied. The average FPS is 60 with view frustum culling enabled.
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Finally, Fig. Bl shows snapshots of rendering 5,120 horses with LOD applied. The
average FPS is 62 with view frustum culling enabled.

4 Conclusion

This paper presented a pixel shader-based approach to real-time skinning anima-
tion of large crowds. The experiment results show that the proposed approach
is attractive for real-time applications such as games, for example, for rendering
huge NPCs (non-player characters) such as thousands of soldiers or animals.
With appropriate adjustments, the proposed approach can be used for imple-
menting MMOGs (Massively Multi-player Online Games).
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Abstract

Graphics processing unit (GPU) is used for a faster artificial neural network. It is used to implement the matrix multiplication
of a neural network to enhance the time performance of a text detection system. Preliminary results produced a 20-fold
performance enhancement using an ATI RADEON 9700 PRO board. The parallelism of a GPU is fully utilized by accumulating
a lot of input feature vectors and weight vectors, then converting the many inner-product operations into one matrix operation.
Further research areas include benchmarking the performance with various hardware and GPU-aware learning algorithms.
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1. Introduction

Recently graphics hardware has become increasingly
competitive as regards speed, programmability, and price.
Besides, graphics processing units (GPUs) have already
been used to implement many algorithms in various areas,
including computational geometry, scientific computa-
tion, and image processing, as well as computer graphics
[1,2].

In the case of using a neural network (NN) for image
processing and pattern recognition, the main problem is the
computational complexity in the testing stage, which ac-
counts for most of the processing time. Moreover, NN-based
image convolution has to exhaustively scan an input im-
age in order to process an entire image [3]. Although an
NN can be simulated using software, many potential NN
applications require real-time processing, which means
fully parallel specially designed hardware implementations,
such as an FPGA-based realization of an NN. However,
this is somewhat expensive and involves extra design
overheads [4].

* Corresponding author. Tel.: +82-2-828-7260;
Fax: +82-2-822-3622.
E-mail addresses: oks@ssu.ac.kr (K.-S. Oh), kcjung@ssu.ac.kr
(K. Jung).

Accordingly, the current paper presents a faster NN us-
ing common graphics hardware GPU. Although no graph-
ics hardware is dedicated to NN computation, it can still be
adapted to many pattern recognition problems with an inex-
pensive and minimal hardware overhead. The essential oper-
ation in an NN is the inner-product between a weight vector
and an input vector in each layer. Therefore, to utilize the
parallelism of a GPU, lots of input feature vectors and weight
vectors are accumulated, then the many inner-product op-
erations are converted into one matrix operation. As such,
‘multiplication” and a ‘non-linear threshold function, such
as a sigmoid’ can be effectively implemented using the ver-
tex shader and pixel shader in a GPU.

2. Neural network architecture

An artificial neural network, usually referred to as ‘neural
network’, is based on the concept of the workings of the
human brain. There are many different types of NN, with the
more popular being a multilayer perceptron, learning vector
quantization, radial basis function, Hopfield, and Kohonen.

The current study focuses on using a GPU to implement
a multilayer perceptron, which is usually fully connected
between adjacent layers. The input layer receives the in-
put features of a given application. Although the network

0031-3203/$30.00 © 2004 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved.
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structure can vary as regards the number of layers, number of
nodes in each layer, and input mask size, each layer performs
the same inner-product operation between the given input
vectors and the weight vectors, followed by a non-linear
function. Moreover, many inner-product operations can be
replaced with a matrix multiplication, which is more appro-
priate for GPU implementation.

3. GPU processing

Graphics hardware has only been used for rendering
within the last few decades, however, its extended capabil-
ities in supporting complex operations have also become
useful in non-graphics applications. In particular, the advent
of a programmable vertex shader and pixel shader enables
flexible functions for general computation. Since GPUs are
designed for high-performance rendering where repeated
operations are common, they are more effective in utilizing
parallelism and more pipelined than general purpose CPUs.
Therefore, in areas where repeated operations are common,
a GPU can produce a better performance than a CPU.

The mechanism of general computation using a GPU is
as follows. The input is transferred to the GPU as textures
or vertex values. The computation is then performed by the
vertex shader and pixel shader during a number of rendering
passes. The vertex shader performs a routine for every ver-
tex that involves computing its position, color, and texture
coordinates, while the pixel shader is performed for every
pixel covered by polygons and outputs the color of the pixel.

As described above, the inner-product operation for each
layer of an NN can be replaced with a matrix multiplication
based on accumulating the input vectors and weight vec-
tors. As such, the computation-per-layer can be written as
follows:
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where w;; denotes the weight at the connection between the
ith node of the output layer and the jth node of the input
layer, M is the number of nodes in the output layer, and N
is the number of nodes in the input layer. In addition, x;;
is the ith feature value of the jth input vector and b; is the
bias term for the ith output node from L input vectors. The
final result R;; is the output of the ith output node for the
jth input vector.

The above computation comprises of a matrix multiplica-
tion followed by a bias factor addition and sigmoid opera-
tion. The matrix multiplication is explained first. The method
proposed by Moravanszky [1] is used to implement the ma-
trix multiplication. The two matrices are converted into tex-
tures, denoted by texture ¥ and texture X, then the matrix
multiplication is performed by rendering. A rectangle is ren-
dered to cover the whole screen. The vertex shader outputs
the position and texture coordinates for each vertex of the
rectangle, where each vertex has two texture coordinates:
one for the row of texture W and the other for the column
of texture X. For example, the upper left vertex will have
the texture coordinates of the first row of texture W and the
first column of texture X, while the upper right vertex will
have the texture coordinates of the first row of texture W
and the last column of texture X, and so on. As a result of
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Fig. 1. Overview of matrix multiplication using GPU.

the vertex shader, every pixel (7, ) has texture coordinates
corresponding to the ith row of ' and the jth column of X.
The pixel shader then performs the inner-product between
the row of W and the column of X specified by the texture
coordinates. Fig. 1 shows an example of matrix multiplica-
tion using a GPU. The number of rendering passes required
for matrix multiplication depends on the capability of the
GPU, including the number of pixel shader operations and
number of texture load operations.

The bias term addition and sigmoid operation can be per-
formed in one rendering pass. The bias texture and texture
that contains the result of the matrix multiplication, texture
W x X, are set as the active texture. The vertex shader then
outputs a full-screen rectangle as before. Each vertex’s tex-
ture coordinate for the texture W x X correspond to its
position. For example, the upper left vertex has the texture
coordinate (0, 0), while the texture coordinate for the upper
right vertex is (1,0). As the bias term is identical for one
row, the bias term matrix is one-dimensional and the bias
texture coordinates for each vertex correspond to its vertical
position. The pixel shader adds two textures and performs a
sigmoid operation.

If there is more than one layer in an NN, the above pro-
cedure is repeated for each layer. The result of the previous
layer is saved in the form of a render target texture, which
is then used as an input for the next layer. Note that, even
though an NN may have multiple layers, the GPU can per-
form all the operations after texture creation.

4. Application to pattern recognition

Recently, researchers have attempted text-based retrieval
of image and video data using several image processing

techniques [3]. As such, an automatic text detection algo-
rithm for image data and video documents is important as
a preprocessing stage for optical character recognition, and
an NN-based text detection method has several advantages
over other methods [3].

Therefore, this paper briefly describes such a text detec-
tion method, and readers are referred to the author’s previous
publication for more details [3]. In the proposed method, an
NN is used to classify the pixels of input images, whereby
the feature extraction and pattern recognition stage are inte-
grated in the neural network. The NN then examines local
regions looking for text pixels that may be contained in a
text region. Therefore, an M x M pixel region in the im-
age is received as the input and a classified image is gen-
erated as the output. After the pattern passes the network,
the value of the output node is compared with a threshold
value and the class of each pixel determined, resulting in a
classified image. GPU-based pipelining processing is used
to reduce the processing time, and the GPU’s performance
is maximized by accumulating a large number of input vec-
tors' to create a two-dimensional texture. The input layer
then receives the grey values for the pixels at predefined po-
sitions inside an M x M window over the input image. Ex-
periments were conducted using an 11 x 11 input window
size, with the number of nodes in each hidden layer set at
30. As a result, the processing time for pixel classification
was significantly reduced using a GPU. Fig. 2(b) shows the
pixel classification result for the left input image, where a
black pixel denotes a text pixel. The classification using a
GPU produced almost the same result as without a GPU.

!t is dependent on the GPU configuration. The maximum tex-
ture size of an ATI RADEON 9700 PRO board is 2048.
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Fig. 2. Experimental Results: (a) test image, (b) result of MLP with GPU.

Table 1
Processing times per elementary operations

Texture creation Matrix multiplication Sigmoid
GPU  0.469000 0.030000 0.031000
CPU 11.743

As shown in Table 1, we get a 20-fold performance enhance-
ment using an ATI RADEON 9700 PRO board compared
to CPU-only processing.
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Abstract To simulate solid dynamics, we must com-
pute the mass, the center of mass, and the products of
inertia about the axes of the body of interest. These
mass property computations must be continuously re-
peated for certain simulations with rigid bodies or as
the shape of the body changes. We introduce a GPU-
friendly algorithm to approximate the mass properties
for an arbitrarily shaped body. Our algorithm converts
the necessary volume integrals into surface integrals on
a projected plane. It then maps the plane into a frame-
buffer in order to perform the surface integrals rapidly
on the GPU. To deal with non-convex shapes, we use a
depth-peeling algorithm. Our approach is image-based;
hence, it is not restricted by the mathematical or geo-
metric representation of the body, which means that it
can efficiently compute the mass properties of any ob-
ject that can be rendered on the graphics hardware. We
compare the speed and accuracy of our algorithm with an
analytic algorithm, and demonstrate it in a hydrostatic
buoyancy simulation for real-time applications, such as
interactive games.
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1 Introduction

The fast calculation of mass properties, including the
mass, center of mass, and products of inertia, is neces-
sary for the dynamic simulation of solids. In rigid body
dynamics, the mass properties are usually assumed to
be constant during the simulation. Therefore, the com-
putation can be performed in an initialization step and
the computed values are used in the subsequent simu-
lation. Hence, the computational cost to calculate mass
properties is often negligible. In certain important cases,
however, the mass properties can change during the sim-
ulation and complex geometric shapes may require ex-
pensive mass property computations.

Among these cases is the simulation of hydrostatic
buoyancy. Buoyancy is a natural phenomenon resulting
from the interplay between a fluid system and a floating
rigid body system. If we assume a hydrostatic pressure
condition for the fluid system, then we can simulate the
motion of the rigid body floating in the fluid by applying
a buoyant force to the center of mass of the instanta-
neous submerged volume, which is known as the center
of buoyancy. The buoyant force itself is proportional to
the instantaneous submerged volume. A problem here,
of course, is that the submerged volume changes contin-
uously. Consequently, the computation of its mass prop-
erties can be a major bottleneck of the simulation.

Most of the research in computing the mass proper-
ties of solid shapes can be applied only to specific solid
representation schemes and, therefore, it may involve an
expensive representation conversion process [11]. Gon-
zalez et al. [6] combined a polynomial free-form surface
representation with the Gauss divergence theorem to ef-
ficiently calculate the moments of the enclosed object.
However, their approach allows only piecewise polyno-
mial surface patches. Mirtich [13] proposed an efficient
method to compute the center of mass and higher-order
moments for polyhedral objects. The proposed algorithm
is based upon a three step reduction of the volume in-
tegrals to successively simpler integrals. The final step
of the algorithm computes the required integrals over a
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face from the coordinates of the projected vertices. This
means that the computation is done by algebraic oper-
ations with vertex coordinate values. Even though this
method is computationally efficient for fixed polyhedral
objects, its efficiency can suffer if the geometric struc-
ture changes frequently as it may require an expensive
reconstruction of a set of vertices and faces. Unfortu-
nately, the typical situation in buoyancy simulations re-
quires repeated updates of vertex coordinates and even
of the number of relevant vertices. This is because the
submerged volume is defined as the intersection of a ge-
ometric object representing the fluid system with a geo-
metric object representing the floating rigid body.

In this paper, we propose a GPU-friendly algorithm
to compute the mass properties determined by general
geometries. Our approach is essentially image-based. Be-
cause of this, it is not restricted by the mathematical or
geometric representation of rigid bodies. Regardless of
the geometric representations employed, whether they be
polyhedral approximation, free-form surfaces, construc-
tive solid geometry, etc., if it is possible to render an
object of interest on the GPU, then our algorithm can
approximate the object’s mass properties, exploiting the
efficiency of the GPU.

Recent advances in the programmability of graph-
ics hardware have enabled its use for general purpose
computation, not restricted to rendering [16]. Various
problems in scientific computation, including fluid dy-
namic simulation, the solution of linear systems of al-
gebraic equations, nonlinear optimization, and volume
rendering, have been addressed by taking advantage of
the parallelism and programmability of GPUs [1,7-9,14,
17]. Moreover, programmable GPUs are getting faster
and cheaper. Our algorithm accrues these benefits by
exploiting the GPU to calculate mass properties. It first
computes the mass, the center of mass, and the products
of inertia by reducing volume integrals into surface inte-
grals. It projects surfaces of the rigid body onto a plane
that corresponds to the frame buffer of a rendering pro-
cess. Next, it computes the integrands on the GPU. Fi-
nally, it performs a summation operation using a buffer
reduction to obtain the desired result.

To perform the required integral operations over all
the surfaces representing the non-convex geometric ob-
ject, we use a depth-peeling algorithm to obtain each of
the surface patches regardless of convexity. The depth-
peeling is a fragment level depth sorting algorithm, which
achieves a correct rendering of transparent objects that
are located order independently [4,12]. The objective
of the method is to find the fragments of geometry in
a systematic manner. We focus our attention on this
method because it can access all the fragments represent-
ing the geometry regardless of its convexity. We modify
the original depth-peeling algorithm to obtain surface
peels, which are surface patches beneath the fluid in our
buoyancy simulation, as well as the intersection surface
between the fluid and the rigid body.

The remainder of the paper is organized as follows:
Section 2 reviews rigid body mass properties and derives
them in the form of surface integrals over the projected
plane. Section 3 introduces our GPU-friendly algorithm
for computing the mass properties determined by non-
convex geometry. Section 4 presents an error and perfor-
mance analysis of our approach compared to the analytic
method proposed by Mirtich [13]. Section 5 modifies an
original depth-peeling algorithm to deal with hydrostatic
buoyancy simulation and shows an example of interactive
rigid body dynamics simulation under buoyancy. Finally,
Section 6 draws conclusions from our work.

2 Rigid body mass properties
2.1 Computing mass properties with volume integrals

The mass of a rigid body is given by

mz/ plx,y, z)dV, (1)
1%

where p(x,y, z) is the mass distribution function of the
body and V is its volume. If we assume p(x,y, z) to be
constant over the volume, the expression for the mass
simplifies to m = pV. In this paper, the mass distri-
bution function will be considered a constant value for
simplicity.

The center of mass r and the inertia tensor I are
given by

1 T
r=— y| dV,
V Iy e
(2)
P2 ey
I:p/ —yz (242 —yz | dV.
v i m P

2.2 Reduction to surface integrals on a projected plane

To calculate the mass properties of a rigid body effi-
ciently, we exploit the divergence theorem as suggested
by Gonzalez et al. [6]. According to the divergence theo-
rem, an integral over the three-dimensional volume can
be transformed into an integral over its boundary surface
as follows:

/v-de: f-ndA, (3)
1% oV

where f is a continuously differentiable vector field de-
fined on a neighborhood of V', where n = [ng,ny,n.]
denotes the exterior normal vector of V' along its bound-
ary dV, and where dA is the infinitesimal surface area
of the boundary. When the volume is represented by a
bounding polyhedron, its boundary is the set of planar
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polygons comprising its faces. If we set £ = [0, 0, z]’, then
we obtain the volume as V = [ oy #Nz dA. Similarly,
setting f in turn to [0,0,zz]’, [0,0,yz]’, and (0,0, 122)’
yields [, zdV = [, zzn.dA, [, ydV = [, yzn.dA,
and [, 2dV = [, $2°n. dA, respectively.

Now, we slightly modify (3) by projecting the bound-
ary surface area element dA onto the zy plane. From Fig-
ure 1, we see that the relationship between the infinitesi-
mal surface area dA and the projected surface area dx dy
is dzdy = |n,|dA if the surface normal vector has unit
length.

Fig. 1 Projection of the infinitesimal surface area element.

Finally, we obtain the volume V and the center of
mass r = [ry,ry,7.] as follows:

V= sgn(n;)z dx dy,
ov
1
Ty = — sgn(n,)zz dz dy,
Vv ov (4)
1
Ty = — sgn(n,)yz dz dy,
V- Jov
- (n:)drd
z = o5 ("1, 5
T: = 5y - segn(n;)z* dz dy

where sgn(z) denotes the signum function which extracts
the sign of a real number z. Note that the integrals are
computed on the planar surface area, which is achieved
by projecting the surface boundary onto the xy plane.
When the surface area element dA is projected on the zy
plane, it will be singular if n, = 0. Hence, an improper
choice of f (e.g., f = [,0,0)' to compute the volume)
can lead to a singularity at the boundary of a projected
surface, where it would require division by a very small
number. Our proposed fs, however, only require multipli-
cation by sgn(n,), thus avoiding the singularity problem
at the boundaries.
The inertia tensor I is

Ixm _Izy _Izz
_IJCZI Iyy _Iyz
_Ixz _Iyz Izz

I=p

where the moments and products of inertia are similarly
given as follows:

IM:/ sgn(n, )’z dx dy,

oV

Ixy:/ sgn(n,)ryz dx dy,
oV

Ly = [ senln.)yzdody,
Y (6)

L. —/ sgn(n.)zz? dx dy,
2 Jov
1

I, = —/ sgn(n.)yz? dx dy,
2 Jov
1

I, = —/ sgn(n.)z> dx dy.
3 Jov

3 Computing mass properties on the GPU
3.1 Shader implementation

The programmability of recent graphics hardware and
the various choices of precision and formats of frame-
buffers enable us to implement mass property compu-
tations on GPUs in an easy and flexible way. The in-
tegrands in equations (4) and (6) can be evaluated dis-
cretely at each pixel in a framebuffer by GPU program-
ming. The process is straightforward:

1. Render the geometry with an orthographic projection
onto the zy plane;

2. Evaluate the integrands on a fragment shader;

3. Encode the evaluated values at the output buffers.

The number of parameters that must be computed
is 10 in total, including 1 for volume, 3 for the center of
mass, and 6 for the moments and products of inertia. To
store these parameters, we use three framebuffers, each
of which can contain four values in the red, green, blue
and alpha channel. This can be efficiently implemented
using the “multiple render target” capability of recent
graphics hardware, which enables the fragment shader
to save per-pixel data in multiple buffers.

Hence, we obtain color buffers containing the values
of integrands in equations (4) and (6). Furthermore, the
integration of the values over the projected plane area
can be performed by reading back fragment color values
of the framebuffers and summing them up, or by using
a buffer reduction algorithm as will be explained in the
next section. A fragment shader can be implemented in
the OpenGL Shading Language [15] very easily, as fol-
lows:



Jinwook Kim et al.

// homogeneous coordinate of a point on the surface
varying vec4 p;

// z component of the surface normal
varying float n_z;

void main(void)
{

float ¢ = sign(n_z) * p.z;

// (rx, ry, rz, V)
gl_FragDatal[0] = c * p;

// (Izxx, Ixy, Ixz, .)
gl _FragData[1] = p.x * gl_FragDatal0];

// (1yy, lyz, Izz, .)
gl_FragData[2] = ¢ * vec4(p.y * p.y, p.y * p.2, p.z * p.z, 0);

Note that the fourth components of gl_FragData[1] and
gl FragDatal[2] are not used.

A potential problem is how to generate color buffers
covering all the surface fragments of the geometric shape.
Consider the case of a sphere. The surface of a sphere
can be divided into two patches—the north and south
hemispheres—according to the direction of surface nor-
mals. If we look at the sphere from the negative z view-
ing direction, the line of sight will intersect the sphere
twice. That is, the typical rendering pipelines will ren-
der two fragments from those two surface patches on
one pixel in the framebuffer and, therefore, the resulting
color buffer will contain only one of the fragments from
the two surface patches regardless of the choice of the
depth test function. To resolve this problem, we use the
depth-peeling algorithm discussed in the next section.

3.2 Depth-peeling

Using the standard depth test function of the 3D graph-
ics API, we can obtain the nearest surface fragment from
the eye at each pixel. Although the second nearest or
other fragments may be required in some areas, there is
no straightforward way to obtain the nth nearest frag-
ment. One possible solution is to use a depth-peeling
algorithm, which is a fragment-level depth sorting tech-
nique [12]. Depth-peeling can be implemented as a multi-
pass algorithm. In the first rendering pass, the geometries
are rendered using a normal “less-than” depth function.
This will yield a depth buffer containing the depth values
of the nearest surface of the geometry. In the next ren-
dering pass, only the fragment for which depth is greater
than the depth values in the buffer from the previous
pass are rendered. Then the depth buffer will contain the
depth values of the next nearest surface of the geometry,
and so on. The process repeats until the depth values of
all the surface fragments are found. The depth-peeling
technique introduced by Everitt [4] requires a shadow
buffer to peel away the surfaces by comparing depth
values. However, since recent GPUs and APIs support
“render-to-texture” capabilities and the direct manipula-
tion of pixel values on fragment processors using shading

languages, depth-peeling can be implemented using pro-
grammable GPUs and the modification of the algorithm
is even easier.

For our objective of computing mass properties, we
can apply the standard depth-peeling algorithm with the
shader developed in the previous section. As a result, we
obtain n textures containing the enumerated integrands
in equations (4) and (6), where n is a total number of
peels.

3.3 Two-dimensional integrals over the projected area
using buffer reduction

Using the textures obtained in the previous section, we
compute the two-dimensional integrals over the projected
surfaces in order to obtain mass properties. A straight-
forward way to perform the integration is to read all
evaluated integrands from framebuffers and sum them.
Given current graphic memory interfaces, however, read-
ing back a texture memory directly into system memory
can yield significant latency. To tackle this problem, we
use buffer reduction [2]. To summarize the buffer reduc-
tion technique, a fragment program reads two or more
values from the buffer and computes a new value using
the reduction operator, which in our case is an addition
operation. These passes continue until the output is re-
duced to a single value, the sum. In general, this process
takes O(logn) passes, where n is the number of elements
to reduce. Figure 2 illustrates a reduction operation to
calculate the sum.
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Fig. 2 Summation reduction procedure.

4 Performance

In this section, we compare our algorithm in terms of ac-
curacy and speed with the analytic method developed by
Mirtich [13]. Since the analytic method used in this test
is restricted only to polyhedra, we use shapes approxi-
mated by polyhedra as test objects. Figure 3 illustrates
some of these objects. It is important to note, however,
that our algorithm can be applied to any model that can
be rendered on graphics hardware. All the tests were run
on a 2.53GHz Pentium 4 CPU with an NVIDIA GeForce
7800 GTX GPU. 32-bit floating point textures were used
for framebuffers. Table 1 lists all the geometric test ob-
jects and the number of peels for each test object.
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knot

bunny

Fig. 3 Some polyhedral test objects.

object | vertices faces peels
cube 8 12 2
sphere 422 840 2
teapot 821 1628 6
torus 1024 1922 4
knot 1440 2880 8
bunny 2557 5110 6
pipe 4626 9252 6

Table 1 Geometric information for the test objects.

4.1 Error analysis

We measured the relative error of the mass and the mo-
ments of inertia Iy, Iy, and I.. at various framebuffer
resolutions. The other mass property values are very
small for our test objects, because the shapes are approx-
imately symmetric along axes. Our approach computes
integrands for each fragment on the GPU, where we use
texture memories as framebuffers. Hence, the resolutions
of the framebuffers are critical for accurate results. As
shown in Figure 4, a resolution of 32x32 was sufficient
to compute the mass properties within a 5% error bound.

4.2 Performance analysis

We now compare the performance of our algorithm and
the analytic method. If we assume that the cost of ver-
tex processing on the GPU is negligible compared to the
cost of fragment processing, the complexity of our algo-
rithm is approximately O(kn?), where k is the number
of rendering passes for the depth-peeling and n is the
framebuffer resolution along its width or height. On the
other hand, the complexity of the analytic method is
O(m), where m represents the number of faces of the
polyhedron. Figure 5 shows a comparison of the compu-
tation times for the analytic method and our GPU-based
method at three different framebuffer resolutions.

We observed that our GPU-based approach is compa-
rable to the analytic method in terms of computational
cost. At 64 x 64 resolution, our algorithm outperforms the
analytic method for moderately complex shapes such as
the bunny or the pipe. However it also shows the down-
side of quadratic complexity for a resolution of 128 x 128
or more. For example, it is obvious that the analytic
method is preferable to our GPU-based method for low-
polygon-count models such as a cube. The computational
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O cube mass B cube Ixx O cube lyy
Ocube 1zz B sphere mass @ sphere Ixx
M sphere lyy O sphere Izz M teapot mass
M teapot Ixx O teapot lyy O teapot 1zz
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Fig. 5 Computational time comparison of analytic method
and GPU-based method.
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cost of the analytic method for the cube is so small that
we could not distinguishably display it in the graph.

5 Case study: Buoyancy simulation

The beauty of our image-based approach is that it is not
restricted to any particular mathematical or geometric
shape representation. It can efficiently compute the mass
properties of arbitrary objects, so long as they can be
rendered efficiently on graphics hardware. As an example
application of our algorithm, we will now demonstrate an
interactive, hydrostatic buoyancy simulation.

5.1 Hydrostatic buoyancy

One of the most popular simplifications of fluid motion
is the shallow water model [10] which assumes zero vis-
cosity and considers only two-dimensional motions. An
interesting fact of the shallow water model is that the
pressure field is characterized by the hydrostatic equilib-
rium condition:

p = pgh, (7)

where ¢ is the gravitational acceleration and h is the
depth of the fluid. This very simple pressure model works
well with the shallow water model, and it corresponds
exactly to the observation of Archimedes.

According to Archimedes’ principle, a body immersed
in a fluid experiences a vertical buoyant force equal to the
weight of the fluid that it displaces. The buoyant force
acts on the center of mass of the submerged volume.
Figure 6 illustrates a rigid body partially immersed in a
fluid. Assuming a stationary fluid system, two forces are
acting on the body at this instant. The first is the force
of gravity that acts downwards at the center of gravity
C, while the second is a buoyant force which acts up-
wards at the center of buoyancy B, which is the center
of mass of the immersed part of the rigid body (assum-
ing that the immersed portion consisted of fluid). The
magnitude of the buoyant force is proportional to the
weight of the submerged volume of fluid. The imbalance
between gravity and the buoyant force induces a torque
that will rotate the body to restore a static equilibrium.

The simulation of fluid motion is out of the scope of
our work.! Instead we focus on the rigid body motion of
an object floating on fluid due to the hydrostatic buoy-
ant force. To simulate hydrostatic buoyancy, we compute
the volume and the center of mass of the submerged part

! Foster and Metaxas [5] demonstrate a simplified scheme
for coupling buoyant objects to the results of a Navier-Stokes
fluid simulation. Carlson et al. [3] simulate the interplay be-
tween rigid bodies and viscous incompressible fluid.

f

B

Fig. 6 Buoyant force and gravity acting on a partially sub-
merged rigid body.

of the body at every simulation time instant. If the ge-
ometries of a fluid body and a rigid body are compli-
cated, calculating their intersection requires a consider-
able amount of computation and can become a bottle-
neck in the simulation process. In the following section,
we tackle this problem by modifying the depth-peeling
algorithm.

5.2 Boundary surfaces of an intersection volume of a
non-convex geometry and a fluid surface

We improve the original depth-peeling technique to ac-
count for all the projected fragments of the geometry be-
low the fluid surface. For simplicity, let us assume that
the signs of the z components of the fluid surface normal
vectors do not change. Our algorithm considers surfaces
from the rigid body and the fluid surface intersecting the
geometry separately. The multi-pass rendering procedure
to handle the surfaces of a submerged volume is as fol-
lows (note that an orthographic projection is applied to
render the scene with the negative z viewing direction as
shown in Figure 7):

T - \/\
T \
_—
pass 0 pass 1
S | i
Ll
l‘.,/
pass 2 pass 3

Fig. 7 Multi-pass rendering to obtain all surface patches.
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Pass 0: Render the surface of the fluid, storing its depth
values into a texture Ty, as a reference.

Pass 1: Render the object geometry to a texture 77. In
our fragment shader, the integrands in equation (4)—
i.e., sgn(n,)rz, sgn(n,)yz, sgn(n,)z2, and sgn(n,)z—
are evaluated and the output color is composed of
their values. Also, the depth values are stored in a
texture Ty;. During this rendering pass, the frag-
ments whose depth value is less than the fluid sur-
face depth are discarded to inhibit the operation.
The texture Ty, generated in rendering Pass 0, is
used to lookup the depth value of the fluid surface.
In Figure 7, the solid black lines correspond to the
fragments.

Pass 2: Render the geometry to a texture To. As in the
previous rendering pass, the integrands are evaluated
and their values are assigned to the output color.
Here, only the fragments whose depth value is greater
than the fluid surface depth and the depth value of
T4 are accepted in order to peel away the surface
patch obtained in the previous rendering pass. In
Figure 7, the dashed lines indicate peeled away frag-
ments. A depth texture Tys is initialized with Ty; and
overwritten with the depth values of the currently
processed fragments.

Pass n: Repeat the same process as in rendering Pass
2 until all the object fragments are found and evalu-
ated.

Thus, we obtain n textures, and the texture T,, contains
the evaluated integrands of the nth surface patch.

Now, the only remaining surface patch is the fluid
surface intersecting with the rigid body geometry. As
illustrated in Figure 8, the surface patches of rendering
Pass 1 consist of upward and downward faces. The fluid
surface intersecting with the rigid body geometry can
be obtained by drawing the fluid surface only for those
fragments having a downward normal in rendering Pass
1. Note that a more efficient implementation results if the
fragment shader can write a stencil bit into the output
framebuffer in rendering Pass 1. Finally, we evaluate the
integrand for the fluid surface patch intersecting the rigid
body geometry and write the value in a texture Ty,.

In summary, our algorithm requires a total of n 4 2
rendering passes to cover all the surface patches of a
partially submerged rigid body geometry, where n rep-
resents the maximum number of intersection points of
the submerged part of the geometry with the z axis. The
first rendering pass generates a reference depth texture
from the fluid surface. In the next n rendering passes, in-
tegrands are evaluated for each fragment of the geometry
surface and the resulting values are stored in textures T;.
The final rendering pass evaluates the integrand for the
fluid surface patch that intersects the rigid body geome-
try and stores the values in a texture Ty,.

Finally, we apply the summation reduction procedure
described in Section 3.3 to evaluate the integral expres-
sions for the volume of the immersed portion of the ob-

/r

—» upward normal

_,. downward normal

Fig. 8 Intersecting the surface of the fluid body with a rigid
body.

ject and the center of buoyancy in order to evaluate the
buoyant force and its point of application in the object.

5.3 Simulation example

Fig. 9 Interactive simulation of 50 rigid bodies floating in
water.

Figure 9 shows a typical scene from our interactive
simulations of buoyant objects. Ten spheres, 10 rectan-
gular boxes, 10 tori, 10 teapots, and 10 Stanford bun-
nies were tested. Boxes with density higher than that
of the water were observed to sink as expected. We also
modeled a viscous drag force acting at the center of buoy-
ancy with magnitude proportional to the submerged vol-
ume and the square of the body velocity. The simulation
runs on the CPU of a 2.53GHz Pentium 4 PC employ-
ing an NVIDIA GeForce 7800 GTX GPU. The average
frame rate of the example shown in the figure was 16
frames/sec. Over 90% of the computational resources
were consumed in calculating the buoyant force.

For spherical and rectangular bodies, depth-peeling
was applied twice to compute the submerged volume
of the object geometries. For the teapot and Stanford
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bunny bodies, depth-peeling was applied a maximum of
6 times, but in most cases 3 or 4 peels sufficed to cover
the submerged volume. The framebuffer resolution used
in this example was 32 x 32, allowing at most 5% approx-
imation error. The leftmost images in Figure 10 show the
gravity force (downward blue arrow) and buoyant force
(upward yellow arrow) acting on a bunny, a torus, and
a teapot. The remaining images are color buffers that
encode the integrands for each peel, as described in the
previous section. Since the framebuffers use a floating
point texture format that cannot be illustrated properly,
we have transformed the values so that they map to a
color range of [0,1].

T\v T 1

Fig. 10 Color encoded integrands of each peel for the buoy-
ant bunny, torus, and teapot (left).

6 Conclusion

We have proposed a GPU-friendly algorithm for com-
puting the mass properties of a rigid body represented
by a general geometry. We formulated the mass prop-
erties as surface integrals on a projected plane, avoid-
ing singularities at the boundaries. We also showed that
depth-peeling techniques can be exploited to tackle non-
convex geometries. Our approach is essentially image-
based. Consequently, it can efficiently compute mass prop-
erties as long as the geometries can be rendered using
graphics hardware.

We applied our algorithm to simulate rigid body mo-
tion in a real-time hydrostatic buoyancy simulation. The
mass properties of the submerged volume were efficiently
computed without an explicit reconstruction of the in-
tersecting geometry between the fluid and the rigid bod-
ies. Our algorithm approximates mass properties fairly
accurately, even using low resolution framebuffers. Our
interactive simulation demonstrates that the proposed
algorithm can be applied to animate floating rigid bod-

ies on a stationary fluid system in a fast and plausible
way.
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G80 Messaging — Final

NVIDIA® unified architecture revolutionizes PC graphics performance through unprecedented
processing power and efficiency

e Fully unified shader core dynamically allocates processing power to geometry, vertex, physics, or
pixel shading operations
0 Ground-breaking 128 parallel 1.35GHz* stream processors deliver amazing floating point
processing power for unmatched gaming performance
0" Completely unified and optimized for current/DirectX 9 and next generation DirectX 10/games
and applications
e 'GigaThread™ technology provides-extreme processing efficiency in-advanced, next generation
shader programs
o Multi-threaded architecture supports thousands of independent, simultaneous threads,
maximizing GPU utilization
* NVIDIA® SLI"-Ready — Up to 2x the performance of ‘a single graphics-card

World'’s first DirectX 10 GPU delivers unparalleled levels of graphics realism and film-quality
effects

= Reference GPU for industry’s DirectX 10 API development and-certification
= Geometry shaders enable incredibly detailed, high polygon characters, shadows; and effects
0 Geometry creation and tessellation smooth curved surfaces and enable more lifelike
character-animation including realistic facial expressions and hair
0 GPU-generated-shadow-volumes deliver amazing performance improvements for shadow
rendering
= Next generation geometry instancing provides extremely efficient batch processing of game objects
and data and allows for richer and more immersive game environments
e New graphics data path enables rapid data storage (streamed output) for advanced shader
calculations
=  Full Shader Model 4.0 compliance delivers compatibility with DirectX 10 games

NVIDIA Lumenex™ engine delivers.incredible image quality, floating point accuracy, and fast
frame rates

e 16x full-screen anti-aliasing technology delivers-superiorAA quality-while“providing astounding
performance

e 128-bit floating point HDR (high-dynamic range) with anti-aliasing provides twice the precision of
previous generations while obliterating jaggies

e High speed memory interface and two dual-link DVI outputs enable extreme HD gaming up to
2560x1600 resolution at amazing frame rates

NVIDIA Quantum Effects™ technology enables a new level of physics effects to be simulated and
rendered on the GPU

e Advanced shader processors architected for physics computation deliver amazing performance and
visual effects such as smoke, fire, and explosions

e Realistic movement of hair, fur, and water is completely simulated and rendered by the graphics
processor

e CPUis freed to run the game engine and Al, improving overall gameplay

PureVideo™ technology delivers the ultimate home theater experience on a PC

e Hardware acceleration for decoding H.264, VC-1, WMV and MPEG-2 movies delivers lifelike images
that have up to six times the detail of standard DVD movies

o Dedicated video processor offloads the CPU and 3D engine of complex video tasks, providing a
higher quality movie experience
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e Provides world-class TV-out functionality via Composite, S-Video, Component, or DVI connections.
Supports HD resolutions up to 1080p depending on connection type and TV capability

* GeForce 8800 GTX has 128 stream processors running at 1.35GHz. GeForce 8800 GTS has 96 processors running at 1.2GHz.
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NVIDIA CUDA for Thread Computing

NVIDIA® CUDA™ thread computing is a fundamentally new architecture to solve
complex computational problems across consumer, business, and technical industries.
CUDA technology gives data-intensive applications access to the tremendous processing
power of NVIDIA graphics processing units (GPUs) through a revolutionary computing
architecture unleashing entirely new capabilities. Providing performance increases up to
200% and simplifying software development through the standard C language, CUDA
technology enables developers to create solutions for data-intensive processing to
produce accurate answers, in less time. With the introduction of CUDA thread
computing, consumers and professionals have faster access to powerful, decision making

information that previously was simply not possible.

For more information on developing with CUDA technology, please visit

http://developer.nvidia.com .

What is CUDA technology?

CUDA thread computing is an innovative combination of computing features in next
generation NVIDIA GPUs that are accessible through a standard ‘C’ language. Where
previous generation GPUs were based on “streaming shader programs”, CUDA
programmers use ‘C’ to create programs called threads that are similar to multi-threading
programs on traditional CPUs. In contrast to multi-core CPUs, where only a few threads
execute at the same time, NVIDIA GPUs featuring CUDA technology process thousands

of threads simultaneously enabling a higher capacity of information flow.

One of the most important innovations offered by CUDA technology is the ability for
threads on NVIDIA GPUs to cooperate when solving a problem. By enabling threads to
communicate, CUDA technology allows applications to operate more efficiently.
NVIDIA GPUs featuring CUDA technology have a parallel data cache that saves
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frequently used information directly on the GPU. Storing information on the GPU allows
computing threads to instantly share information rather than wait for data from much
slower, off-chip DRAMSs. This advance in technology enables users to find the answers

to complex computational problems in real-time.
What applications benefit from CUDA?

CUDA thread computing is suitable for a wide range of applications that process massive
amounts of information. For example, game applications take advantage of CUDA
technology by leveraging the NVIDIA GPU to run the entire physics computation, letting
gamers experience amazing performance and visual effects. In addition, commercial
software applications used for product development or large data analysis, that previously
required a supercomputer mainframe environment to run applications, can now benefit
from using a standard workstation or server enabled with CUDA technology. This
breakthrough in technology enables customers to make real-time analysis and decisions
from anywhere. In addition, scientific applications which require the most intensive
technical computing capability are no longer constrained by compute density; CUDA
thread computing provides a platform with a higher level of performance from the same

space requirements.

Developing with CUDA

The CUDA software development kit (SDK) is a complete software development
solution for programming CUDA-enabled GPUs. The SDK includes standard FFT and
BLAS libraries, a C-compiler for the NVIDIA GPU and runtime driver. The CUDA
runtime driver is separate standalone driver that interoperates with OpenGL and
Microsoft® DirectX® drivers from NVIDIA. CUDA technology is equally supported on
both the Linux and Microsoft® Windows® XP operating system.



NVIDIA.

Why Use CUDA technology?

Performance. NVIDIA GPUs offer incredible performance for data-intensive
applications. CUDA technology provides a standard, widely available solution for

delivering new applications with unprecedented capability.

Productivity. Developers wanting to tap into the NVIDIA GPU computing power can
now use the industry standard “C” language for software development. CUDA thread
computing provides a complete development solution that integrates CPU and GPU
software to enable developers to quickly provide new features and greater value for their

customers.

Scalability. CUDA technology scales performance and features across the full line of
NVIDIA GPUs from embedded form factors to high performance professional graphics
solutions. The power of CUDA performance is now available in virtually any class

system from large, computing installations to consumer products.

Technology Features

e Unified hardware and software solution for thread computing on CUDA-enabled
NVIDIA GeForce® GPUs and NVIDIA Quadro® graphics boards

e CUDA-enabled GPUs support the Parallel Data Cache and Thread Execution
Manager for high performance, thread computing

e Standard C programming language on a GPU

e Standard numerical libraries for FFT and BLAS

e Dedicated CUDA driver for computing

e Optimized upload and download path from the CPU to CUDA-enabled GPU

e CUDA driver interoperates with graphics drivers

e Supports Linux and Windows XP operating systems
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e Scales from high performance professional graphics solutions to mobile and
embedded GPUs

e Native multi-GPU support for high density computing

e Supports hardware debugging and profiler for program development and

optimization
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