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Abstract—Encountered-type haptic rendering provides realis-
tic, free-to-touch, and move-and-collide haptic sensation to a user.
However, inducing haptic-texture sensation without complicated
tactile actuators is challenging for encountered-type haptic ren-
dering. In this paper, we propose a novel texture synthesizing
method for an encountered-type haptic display using spatial
and temporal encoding of roughness, which provides both active
and passive touch sensation requiring no complicated tactile
actuation. Focused on macro-scale roughness perception, we
geometrically model the textured surface with a grid of hemiellip-
soidal bumps, which can provide a variety of perceived roughness
as the user explores the surface with one’s bare hand. Our texture
synthesis method is based on two important hypotheses. First, we
assume that perceptual roughness can be spatially encoded along
the radial direction of a textured surface with hemiellipsoidal
bumps. Second, perceptual roughness temporally varies with
the relative velocity of a scanning human hand with respect to
the surface. To validate these hypotheses on our spatiotemporal
encoding method, we implemented an encountered-type haptic
texture rendering system using an off-the-shelf collaborative
robot that can also track the user’s hand using IR sensors.
We performed psychophysical user tests with 25 participants
and verified the main effects of spatiotemporal encoding of a
textured model on the user’s roughness perception. Our empirical
experiments imply that the users perceive a more rough texture
as the surface orientation or the relative hand motion increases.
Based on these findings, we show that our visuo-haptic system
can synthesize an appropriate level of roughness corresponding
to diverse visual textures by suitably choosing encoding values.

Index Terms—Encountered-type haptic, Haptic texture, Tex-
ture roughness, Human robot interaction

I. INTRODUCTION

IN recent years, a great deal of research has been carried out
on effectively delivering virtual reality (VR) experiences.

In particular, due to the rise and availability of low-cost
VR technology [1], disseminating and commercializing VR
devices for general mass has drawn a lot of attention from both
academic and industrial sectors, which makes the interest in
immersive VR research grow more than ever. To realize fully
immersive VR experience for the users, various types of body-
mountable sensors and actuation devices have been developed
[1]. However, the use of these devices mounted on a user’s
body need to be minimized since it may hinder the user’s VR
immersion and cause unnecessary physical fatigue to the user.

On the other hand, an encountered-type haptic display or
robotic graphics enables a fully immersive experience by
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utilizing a robotic manipulator to deliver haptic feedback to the
user [2], [3]. Such an encountered-type haptic system allows
users to experience “free-to-touch” and “move-and-collide”
haptic sensation without requiring the user to wear a device
nor mount it on the user’s body.

An encountered-type haptic device is often designed as a
hybrid of kinesthetic and cutaneous mechanisms [4]. Through
this device, various physical characteristics of a virtual object
can be delivered to the user’s bare hand, i.e., a direct touch,
which allows users to haptically explore virtual objects and
feel haptic feedback properly and instantly. Meanwhile, when
a user’s bare hand is used for haptic interaction, the tactile
information of a physical object can be immediately recog-
nized by the user’s nervous system. Therefore, for generating
a truly immersive VR experience with haptic feedback, the
encountered-type haptic display should provide not only force
feedback but also proper tactile sensation to the VR users.

A general approach for providing tactile feedback through
an encountered-type haptic device can be taken by (1) prepar-
ing various physical textures in advance, (2) attaching one
of the textures to the end-effector of a haptic device, and
(3) switching the different haptic textures on demand [5],
[6]. For this purpose, a special module can be attached to
the end-effector such as a tool changing gripper [6] or an
extra tactile displaying device [7]. Although these methods
are feasible texture-rendering methods for an encountered-
type haptic system, there have been no studies reported in
the literature that do not rely on adding extra modules to
the manipulator or modifying the manipulator. Instead, in our
approach, we attempt to deliver haptic-texture sensations by
synthesizing tactile feedback through spatiotemporal encoding
of textures as shown in Fig. 1.

In this paper, we propose a novel approach for synthesizing
the surface roughness which is one of the most prominent
dimensions of perceptual space for tactile texture [8]. We
model a textured surface by spatially encoding roughness
along the radial direction of the surface. Based on the theory
of roughness perception, we encode the roughness by using
embossed bumps and modulating bump width and distance
between bumps depending on the direction on the surface.
Considering that ellipses vary in width and distance between
them depending on their direction, we employ a grid of
hemiellipsoidal bumps to model the surface texture, whose
radius is used as a modeling parameter. We conducted an
experimental study with 25 subjects to test our hypotheses
that our roughness-encoded spatial model can render a variety
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Fig. 1. Our encountered-type haptic rendering system can synthesize texture roughness using a collaborative robot manipulator (center). A rigid surface with
spatially encoded bumps (top left) can give the VR user an illusion of touching surfaces with different levels of roughness from smooth (top right) to rough
(bottom right) by changing the surface orientation and velocity (bottom left).

of perceptual levels of roughness and the roughness can be
temporally encoded by varying the velocity of a spatial model
relative to the user’s hand motion.

As a result, we show that our encountered-type haptic
system render diverse roughness by properly choosing the
values of spatial (orientation) and temporal encoding (velocity)
as rendering parameters. Texture roughness is provided both in
a passive perceptual sense - i.e., the manipulator is dynamic
while the user’s hand is static - and in an active perceptual
sense - i.e., the user’s hand is dynamic while the manipulator
is dynamic [9]. The main contributions of this paper are
summarized as follows:

• A novel spatiotemporal texture roughness encoding of
geometric grids using hemiellipsoidal bumps, which does
not require complicated tactile actuation for encountered-
type haptic display.

• Empirical evidence from psychophysical user studies
showing that various levels of perceptual roughness can
be rendered in a passive and active manner by controlling
the orientation and velocity of the surface.

• Applications of our visuo-haptic system for synthesizing
an appropriate level of perceived roughness correspond-
ing to diverse visual textures in VR.

The rest of this paper is organized as follows. In Sec. II,
we summarize previous researches relevant to encountered-
type haptics and texture roughness perception. We describe
our textured surface synthesizing method in Sec. III, and
explain the details of our system in Sec. IV. In Sec. V and
Sec. VI, empirical experiments are presented to support our
texture-encoding hypotheses, and our discussion is described
in Sec. VII, and the paper is concluded in Sec. VIII.

II. PREVIOUS WORKS

In this section, we survey works relevant to encountered-
type haptics and human perception on texture roughness.

A. Encountered-type Haptics

Encountered-type haptics or robotic graphics, originally
conceived by McNeely [2], directly delivers haptic feedback
to the user by physically presenting an object proxy unlike
conventional haptic devices relying on motor actuation. Tachi
et al. [10] proposed a similar concept using haptic shape dis-
play. Yokokohji et al. [3], [11] proposed a method for realizing
visual/haptic interfaces, called what-you-see-is-what-you-feel
(WYSIWYF) display, using a PUMA 560 manipulator as an
encountered-type haptic interface. They also used vision-based
tracking for controlling the robotic manipulator with a motion-
command type haptic rendering algorithm.

Recently, in order to expand the limited workspace of
encountered-type haptics, some works were proposed using
drones or quadcopters, such as HapticDrone [12] and VRHap-
ticDrones [13]. As an extension of HapticDrone, Abdullah et
al. presented a method for simulating the stiffness and weight
of a virtual object [14]. To present the texture information of
a virtual object, HoverHaptics [5] attached multiple textures
to a quadcopter and can render a limited number of haptic
textures. However, due to the current drone technology, these
works using drones have some limitations including a limited
magnitude of exertable force feedback and inflexibility of
representable virtual objects. Moreover, the number of rep-
resentable haptic textures should be kept to small and discrete
whereas our haptic system can represent diverse haptic textures
continuously.

Vonach et al. [15] presented a fully immersive VR system,
called VRRobot, providing prop-based encountered-type hap-
tic feedback. Their system utilizes robot actuation to provide
haptic feedback for static virtual objects in a passive sense.
Using a seven-DoF collaborative robot as a haptic manipulator,
an encountered-type haptic display was proposed to provide
both passive and active haptic feedback for static and dynamic
virtual objects [16]. However, surface texture information was
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not utilized in these works even though the texture is a salient
feature for object perception [17]. Araujo et al. [6] proposed
the “snake charmer” system in the context of VR, where the
user with a head-mounted display (HMD) on can experience
haptic feedback of various objects with tactile properties
such as shape difference, surface characteristics, and even
temperature. However, the system uses a fixed size of palette
of textures, and the number of usable textures is limited.
Moreover, since the system relies on tool change to provide
different textures, it may not provide a real-time response to
the user when she/he reacts too quickly. In contrast, our system
can provide more diverse range of haptic textures in real-time.

B. Roughness Perception of Textures
When the user touches a virtual object, it is known that

the object’s position alone is not sufficient to provide reliable
tactile feedback without using additional physical cues [18].
Surface texture is important for a human to perceive the
property of an object that is constructed multi-dimensionally
[17], [19]. Three prominent psychophysical features of tac-
tile texture, including roughness (rough/smooth), hardness
(hard/soft) and warmness (warm/cold), are used to define the
perceptual dimensions of a tactile texture [8]. Among these
dimensions, roughness is the most prominent one and thus
has been intensively studied [20], [21].

Since the natural and rich texture information can be ren-
dered by the vibration of a haptic device, the vibration based-
method is more widely used than other tactile rendering meth-
ods such as modulating static pressure, skin stretch, or friction
[22]. To render the texture roughness with a tool, Romano and
Kuchenbecker proposed a method for recording, modeling, and
recreating texture contact vibration using a tablet-based haptic
device [23]. Ujitoko et al. presented a cross-modal modulating
method of vibrotactile roughness perception using pseudo-
haptic effect [24]. For bare finger interaction, touchscreen
with electrovibration [25] or conjunction of vibrotactile and
electrostatic display [26] are proposed to render the texture
roughness. These tactile displays could be integrated into
the encountered-type haptic system but it may increase the
system’s complexity and cost.

In the roughness perception study, the size and the spac-
ing of tactile elements have been shown to play a crucial
role in the subjective sensation of roughness. Lederman and
Taylor showed that an increase in the width of texton leads
to a decrease in perceived roughness [27]. The relationship
between the texton spacing and the magnitude of subjective
roughness is depicted as an inverted U-shaped curve [28],
and peaks near at 3.5mm. Dépeault et al. [29] showed that
one critical measure of roughness is the dot spacing along
the scanning direction. Connor and Johnson showed that the
perceived roughness increases as the dot spacing increases
along the scanning axis or across the scanning axis [21].
These results allude to a possibility that a single object can
encode multiple roughness values by arranging elements with
different inter-distances according to the scanning direction.
Later in Sec. VI, we will exploit this possibility to present
and prove hypotheses and leverage them to spatially encode
haptic textures for our system.

Although it is argued that the user movement has a neg-
ligible effect on subjective roughness perception [30], [31],
the influence of a temporal cue on roughness has been
demonstrated in recent works. Gamzu and Ahissar showed
that temporal cues may provide an alternative channel of
information for bare-finger texture perception [32]. Smith et
al. showed that kinetic friction, governed by a ratio of normal
forces to tangential forces, is a significant determinant of
roughness perception and implied that the temporal cues play
a role in roughness perception of macro-texture [33]. Under a
precisely-controlled condition of passive linear motion, Cascio
and Sathian demonstrated that the perceived roughness also
depends on a scanning velocity [20].

Optimal roughness perception depends on the user’s hand
motion [34], [35], and is indispensable to neural activation
in space and time [20]. The relative motion produced by an
object or user’s hand is required for roughness perception [30].
Lederman found that the estimated magnitude of roughness
does not depend on whether the associated hand motion is
active or passive [9]. In our system, we will take advantage of
both active and passive motion of the user’s hand to generate
a different magnitude of roughness.

III. PROPOSED METHOD

A. Goal and Hypotheses
The main goal of this study is to synthesize the perceptual

roughness through a rigid surface attached to the end-effector
of an encountered type haptic device using only the degrees
of freedom that the device originally has. Extending the idea
of using a collaborative robot as an encountered-type haptic
device [16], this study proposes both haptic-texture modeling
and rendering methods to synthesize a variety of texture
roughness.

By spatially encoding roughness along the radial direction
on a planar rigid surface, the textured surface can represent
various roughness as a change of touch orientation with respect
to the surface when a user explores the surface with one’s
bare hand. For instance, a user will feel different roughness
whether she/he is rubbing the surface up and down, or left
and right. In addition to the spatial encoding of roughness, a
textured surface model tangentially moves at a certain velocity
maintaining its contact with the hand to create temporally-
varying roughness. In other words, roughness can be rendered
by modulating the orientation and velocity of the rigid surface
as the user grazes over the surface model. Our encountered-
type texture modeling and rendering method are based on the
following hypotheses:

Hypothesis 1: When a user grazes over a rigid planar surface
embossed with a grid of hemiellipsoidal bumps, the user can
feel different levels of roughness depending on the orientation
of the surface.

Hypothesis 2: When a user grazes over a rigid planar surface
embossed with a grid of hemiellipsoidal bumps, the user can
feel different levels of roughness depending on the velocity
relative to the user hand motion.

We validate these hypotheses in Sec. VI and explain how
to implement our haptic texturing system based on our results
in Sec. IV.



JOURNAL OF LATEX CLASS FILES 4

B. Textured Surface Modeling

Arranging an embossed dot1 pattern on a flat surface is
a general and simple modeling method for spatially encoding
tactile roughness. Similar to [36], we may use four parameters
to dictate a dot pattern for representing perceived roughness:
dot spacing, dot height, dot width, dot angle. However, in our
case, we select the dot width wθ and the dot spacing dθ as our
main modeling parameters that can be modulated in runtime
to generate difference roughness.
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Fig. 2. Perceptual width (wθ) of an elliptic texton according to the scanning
direction parameterized by θ.

Meftah et al. [37] suggested that the human perception of
surface roughness is a function of the spatial characteristics
of the scanned surface along the scanning axis. Based on
this observation, we define the texton width along a scanning
direction, affecting roughness perception. When a circular
texton such as a truncated cone or hemisphere is used for a dot
pattern, the user would experience a constant perceptual width
regardless of the scanning direction. In our case, however, we
select an elliptically-shaped texton to control the texton width,
as illustrated in Fig. 2. To define the dot width along the
scanning direction wθ, we consider the length of the texton
projected onto the scanning direction. Then, wθ is a function
of the angle of scanning direction θ ∈ [0, π2 ] as follows:

wθ = 2
√
rx2 cos2 θ + ry2 sin

2 θ, (1)

where rx and ry are the x-radius and y-radius of an elliptical
texton with rx > ry > 0, without loss of generality.

It is well known in the psychophysics field that the psy-
chometric relationship between texton spacing and perceived
roughness forms an inverted U-shape graph [28]. Since the
perceived roughness increases with reduced texton spacing
along the scanning axis when the inter-distance between
textons is greater than 3 mm, we set the shorter axial radius
of an elliptical texton to 1.5 mm so that the distance between
textons is at least 3 mm.

In order to increase the effectiveness of the perceived
roughness as θ increases, textons should be arranged in such
a geometric way that their inter-distance (or spacing) dθ
decreases as θ increases. As illustrated in Fig. 3, we arrange
the textons in a rectangular grid so that the encoded roughness

1We interchangeably use dot and texton to refer to the same tactile unit
throughout the paper.

increases as θ increases. Here, the distance dθ is defined as
a ray distance that is measured from the center of an ellipse
to the nearest ellipse along the scanning direction with an
angle of θ ≥ θmin. We designed the texton as hemiellipsoid
since the textured surface model with hemiellipsoids provides
a wider range of roughness compare to the model with
elliptical truncated cones. We verified it by our additional user
experiment and the result will be discussed in Sec. VII.
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Fig. 3. Variation of distance between top of tactile elements (dθ) according
to a scanning direction parameterized by θ.

3D modeling software such as 3DS MAX was used for
this spatial encoding of textons and we print this model using
a Form2 3D printer with 50 micrometer resolution. We will
perform a user study and verify our spatial encoding scheme
providing different roughness relative to the scanning direction
in Sec. V.

C. Haptic Texture Rendering

Haptic texturing is rendered to the user via an impedance-
controlled robotic manipulator as an encountered-type haptic
device. A textured surface, as designed in Sec. III-B, is
attached to the end-effector of the haptic device and interacts
with the user’s bare hand. In runtime, the haptic system tracks
the user’s hand motion and controls the orientation and the
velocity of the manipulator’s end-effector depending on the
roughness of an object that is expected to be touched.

In order to haptically render the roughness of virtual objects,
we encoded their roughness and mapped to virtual roughness
in our system. Specifically, for n objects’ virtual textures that
will interact with VR users, their roughness are first sorted in
increasing order, and n distinguishable roughness are selected
in increasing order from the m encoded roughness (assuming
that m ≥ n) and mapped to the virtual textures. Here, the
exact roughness mapping from virtual to encoded textures is
not crucial as long as the mapping is one-to-one, since our
objective here is to make the user feel different roughness of
textures.

The encoded roughness is associated to orientation and
velocity of the end-effector relative to the user’s hand scanning
direction in the offline process. At runtime, the orientation and
velocity value corresponding to the virtual object’s texture
that the user intends to touch is chosen by our system and
rendered to the user via the manipulator to deliver haptic
feedback. As shown in Fig. 4, the end-effector rotates and
translates a textured surface model to provide a proper relative
velocity between the user hand and the surface, representing
the roughness of a virtual object that the user is touching in
VR.
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rendering

Fig. 4. Tactile rendering by rotating and translating the surface model relative
to the user’s scanning direction.

IV. ENCOUNTERED-TYPE HAPTIC TEXTURING SYSTEM

In this section, we describe the overall architecture of our
haptic texturing system.

A. System Overview

We implemented our encountered-type texture rendering
system based on the H-wall system [16]. The H-wall allows
users to have visuo-haptic interaction with static and dynamic
virtual objects using a robotic manipulator but has two major
limitations: (1) limited motion-tracking space and (2) lack
of haptic-texture information for virtual objects. To address
the first problem, we expand the tracking space by mounting
an infrared (IR) motion sensor on the user’s HMD. Also,
a textured surface model, attached to the end-effector of a
robotic manipulator, synthesizes different surface roughness
and serves as a proxy of the virtual object.

User
Tracking

Contact
Prediction

HMD,
IR Sensor

Visual Feedback

7 DoF Manipulator

Haptic Feedback
Haptic

Rendering

Visual
Rendering

Fig. 5. Overview of encountered-type haptic texturing system.

An overview of our encountered-type haptic texturing sys-
tem is shown in Fig. 5. A virtual environment consisting of
objects with various textures and a user’s virtual proxy hand is
visually rendered to the HMD based on a real-time rendering
engine. A seven-DoF off-the-shelf collaborative robot operates
as a haptic device to provide tactile feedback to the user.
By tracking a user’s hand, our system predicts when and
which virtual object is most likely to collide with the user,
and a contact configuration of the object relative to the user
is estimated. A textured surface model attached to the end-
effector of the manipulator serves as a proxy of the virtual
object following human hands. The manipulator relies on

contact forces exerted by the user to synthesize the texture
roughness of a virtual object being in contact with the user.
The states of an avatar in VR and of a user in the physical
world are shared by haptic and visual rendering components.
The overall system works asynchronously under real-time
constraints of tens of milliseconds using a message-passing
protocol.

B. User Movement Tracking

In order to provide visuo-haptic interaction, the user’s head
and hand are tracked in real-time and represented in the same
frame in which the configuration of the haptic manipulator is
represented. The user’s head position is tracked by an HMD
tracker and transformed from the tracking sensor frame to the
robot’s base frame. The user’s hand position and direction of
movement are tracked by an IR motion sensor mounted on the
HMD and transformed from the motion sensor frame to the
robot’s base frame.

The midpoint smoothing algorithm [38] is used for reducing
tracking noise and generating a smooth robot motion. By
referencing earlier four hand positions, two positions are de-
termined after two steps of midpoint smoothing are performed
and yield a direction vector, which is used as an estimate for
the user scanning direction.

Ray casting

Projection

Virtual objects

User handUser eye

Hit object

Contact 
prediction point

Fig. 6. Contact prediction using raycasting and projection.

C. Contact Prediction

To realize encountered-type haptic feedback, our system
needs to predict when the user’s hand will contact virtual
objects. However, this problem poses a significant sensing and
control challenge: predicting where the user will want to touch
in the virtual environment as the hand approaches an object,
such that the haptic device can position and shape itself as
needed in order to provide the desired haptic experience [4].

In our system, contact prediction is performed in a virtual
world using user tracking data while contact detection is done
in a physical world using joint torque sensors embedded in
the robot. To predict an object with a high probability of
collision, we employ the concept of a region of interest. As
shown in Fig. 6, we utilize ray casting for predicting the user’s
region of interest by shooting a virtual ray along the user’s
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gazing direction. The hit object is considered as a collision-
imminent object and its configuration along with associated
surface texture roughness are retrieved. Then, the user’s virtual
hand is projected to the colliding object’s surface so that the
system can determine the contact position and orientation.

D. Haptic Rendering

Contact is detected using the haptic manipulator. Torque
sensors embedded in the manipulator’s joints are used to
measure the user contact force f with the manipulator Jacobian
J. When f is higher than the pre-defined threshold (3N in
our implementation), the manipulator considers the state as a
contact.

Once the contact configuration is determined, the robotic
manipulator is controlled in such a way that the manipulator
needs to follow the contact-predicting points while pointing at
the predicted object. When the user’s contact is detected by
the manipulator, the manipulator stops following the contact-
predicting point and starts to provide the roughness of the
texture of the virtual object to the user. This is achieved by
adjusting the orientation and velocity of the haptic manipulator
as described in Sec. III-C.

E. System Implementation

We implemented our encountered-type haptic texturing sys-
tem using two independent computing platforms: One is for
visual rendering with Windows 10 64bit operating system
equipped with a 4.0GHz Intel Core i7 CPU, GeForce GTX
970 GPU and 24GB RAM. The other is for haptic and
robotic control with Ubuntu 14.04 LTS 64bit operating system
equipped with a 2.1GHz Intel Core i7 CPU and 8GB RAM.
We used Leap motion as a motion sensor to track the user’s
hand. As a haptic manipulator, we used KUKA LBR IIWA 7
R800 which has seven degrees of freedom and torque sensors
are integrated into all seven joints. ROS indigo framework
and Sunrise OS are used as software robotic platform to
perform haptic and tracking calculation, and control the robot,
respectively. Each of these components is programmed in
C++ and Java programming languages, and is communicated
over Ethernet via a message-passing protocol. Unity3D and
Oculus Rift CV1 are used to visually render a 3D virtual scene
and track the user’s head. Our rendering unit in Unity3D is
implemented in C# and communicates with a ROS unit over
an Ethernet connection.

The response time of the robot manipulator was measured
to 22 ms including 0.125 ms controller PC latency and the
latency of stereo visual rendering was 11.7 ms. The Leap
motion frame latency was 8.33 ms while the network latency
is negligible. As a haptic proxy for a virtual object, a textured
surface model is attached to the IIWA’s end effector and
follows the human hand in highly real-time providing a sense
of illusion of touching a virtual object.

V. PRELIMINARY STUDY

Prior to testing our hypotheses that our surface textured
model with various scanning direction and velocities can

provide a wide range of perceived roughness, we conducted
a preliminary user study to (1) examine if altering users’
roughness perception by changing scanning direction of our
model is feasible and (2) to decide on the design of surface
texture model, specifically the radius in x-axis of each bump,
for simulating a range of perceived roughness as wide as
possible.

A. Participants

For this study, we recruited 7 volunteers (all female) from a
women’s university that the paper authors are affiliated with.
All the participants were right-handed, and their average age
was 26.1 ranged from 24 to 29.

B. Experimental Conditions

To provide as wide a range of perceived roughness as
possible with the varying scanning directions, we find the
most effective radius of hemiellipsoidal bumps on a surface.
We investigated four different radii in x axis (denoted as
rx) starting from 1.5 mm to 3.0 mm with the interval of
0.5 mm while the radius in y axis is fixed to 1.0 mm
as shown in Fig. 7. As for scanning directions, the tested
angles were chosen in terms of the linearly-increasing slope
of scanning direction as shown in Fig. 8, which were:
0(arctan 0), 45(arctan 1), 63.43(arctan 2), 71.57(arctan 3),
and 90(arctan∞) degrees.

(a) rx = 1.5 mm (b) rx = 2.0 mm

(c) rx = 2.5 mm (d) rx = 3.0 mm

Fig. 7. Four different roughness encoded models with various radii in x axis
used in our preliminary study.

C. Apparatus

For each of the four roughness encoded models, we prepared
a rigid polymer surface patch (5 cm× 5 cm) using a 3D
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printer. Then each patch was firmly attached to a round card-
board with tacks. As for testing different scanning directions,
an experimenter rotated each patch to change its orientation
accordingly based on the marked lines with 5 predefined
angles as mentioned above on the cardboard instead of asking
subjects to change their scanning directions. In addition, we
had an opaque cloth for covering the patch area during the
experiment to help subjects to focus on their sense of touch
while preventing them from seeing the surface texture details.

(a) θ = 0 (b) θ = 45

(c) θ = 63.43 (d) θ = 71.57

(e) θ = 90

Fig. 8. Five different scanning angles used for the preliminary study.

D. Procedure

After a brief introduction about the study procedure, we
asked subjects to use their index finger of the dominant hand
and rub a patch with a specific scanning direction as shown
in Fig. 9. We follow the ratio scaling method of magnitude
estimation which allows subjects to select their range of num-
bers and make a numerical estimation of perceived magnitudes
[39]. Subjects were asked to rate the perceived roughness with
any positive number where a higher value indicates a rougher
texture. Subjects were allowed to choose their own scale when
reporting their subjective roughness. The presentation order
was first randomized by patches with different radii, then by
scanning directions for each round and it was repeated three
times. In total, each subject performed 60 trials (four radii in
x axis × five scanning orientations × three rounds).

E. Data Analysis

Since subjects are free to choose any numerical value for
reporting the magnitude of perceived roughness, the captured
raw data need to be normalized for relative comparisons.
Thus, following the magnitude estimation method [40], [39],

perceived roughness for each patch and orientation across three
trials per subject was averaged and normalized by dividing
each subject’s responses by the grand mean of all subjects’
averaged data. The normalized averaged data were then re-
scaled by being multiplied by the grand mean of all subjects’
averaged data.

Fig. 9. Experimental setup for the preliminary study. Subjects were asked
to graze each of the 4 patches in horizontal direction under 5 different
orientations while each patch was covered by an opaque cloth.

F. Results

As shown in Fig. 10, our results suggest that it is feasible
to change the perceived level of roughness by varying the
scanning direction using our model. Moreover, it seems that
the perceived level of roughness tends to increase as the
scanning angle increases from 0 to 90 degrees except when rx
was set to 1.5mm. Although further investigation is needed,
it could be that the impact of increasing the scanning angle
is relatively small and the difference between the radii of x
and y is smaller than a certain threshold. Based on the results,
we chose a textured surface model with rx = 3.0mm for
our encountered-type haptic system which showed the widest
range of average perceived roughness to maximize the effect.

Fig. 10. The normalized roughness estimates varying in surface patch with
different x-radius (rx) and scanning direction.
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VI. MAIN STUDY

To test our hypotheses that a surface textured model with
various grazing orientation and velocity can provide a wide
range of perceived roughness, we designed and conducted a
within-subject study where participants were asked to report
perceived roughness after scanning using our encountered-type
haptic texturing system.

A. Participants

Twenty five human subjects including 20 females and 5
males participated in our main study. The ages of the subjects
vary between 19 and 50, with an average age of 26.6. All
subjects were right-handed and four of them had participated
in our preliminary study.

B. Experimental Conditions

The orientation conditions were the same as our preliminary
study: 0, 45, 63.43, 71.57, 90 (degrees). As for the velocity,
the conditions include 0, 20, 40, 60, 80 (mm/sec) which were
distinguishable velocities observed from an internal study. The
x-radius of the hemiellipsoidal bump (rx) was set to 3.0mm
based on findings from the preliminary study.

C. Apparatus

We prepared a rigid polymer surface patch (20 cm×20 cm)
with rx = 3.0mm using a 3D printer. As the printable size
of patches is limited by hardware constraints, we divided the
model into four sub-patches of a squared shape (10 cm×10
cm) and printed them separately. Then we attached the surface
models to a rigid acrylic panel that was fastened to the end-
effector of the manipulator. Also, we printed a custom, robotic
gripper model that can be connected to the end-effector by
bolts to firmly attach the acrylic panel to the robot.

We used HMD and IR sensor for tracking user’s head
and hand motions and preventing the subject from seeing
the surface detail. In order to focus on the haptic effect on
roughness perception, subjects were asked to wear an HMD
during the experiment as shown in Fig. 11, and no visual
images are provided through the HMD. The sequence of
experimental conditions was programmatically set per subject
in advance so that the experimenter can prepare for the next
trial remotely using an Oculus controller.

D. Procedure

Before the experiment began, the subjects had been in-
formed that their task is to rate roughness of each series of
system conditions without considering other texture attributes
such as warm/cold, soft/hard or flat/bumpy. The magnitude
estimation method in Sec. V was used to numerically represent
an estimation data for subject’s perceived roughness.

The subjects were comfortably seated on a chair facing the
haptic manipulator and wore an HMD that was displaying
nothing. IR motion sensor was mounted on top of the HMD
to track users’ hand movement as described in Sec. IV. Then,
they were asked to raise their dominant hand by shoulder

HMD

IR Sensor

Manipulator

Textured surface model

Test2_setup

Fig. 11. Experimental setup for the main user study.

height and extend the hand forward to touch a textured
surface model. When they felt contact with the model, they
were instructed to touch the surface from side to side while
maintaining both the contact force and the scanning speed
constant during the entire experiment. Since keeping these
parameters constant depends on the user’s capabilities, the
users went through the exercises until they could experiment
correctly. The subjects evaluated surface texture roughness
using only a positive number, with a higher number indicating
a rougher texture. The textured surface was cleaned with
alcohol after each subject completed her/his experiment.

E. Data Analysis

By combining five different orientations and five different
velocity values for the surface texture, 25 different levels of
conditions were tested for each subject. In total, each subject
performed 150 trials (five orientations × five velocity levels
× six rounds). Each subject spent 36.3 minutes for the entire
experiment procedure on average. Each subject’s reported
perceived roughness were normalized across rounds as in our
preliminary study as described in Sec. V-E.

Not to violate the sphericity before conducting analysis,
we apply Aligned Rank Transform (ART) [41] to our non-
parametric data. Then we conduct a two-way repeated mea-
sures ANOVA with factors of orientation (5-level) and velocity
(5-level). Pairwise t-tests were performed for posthoc analysis
with Bonferroni adjustments.

F. Results

Fig. 12 shows the results of the roughness estimation
experiment using our texture synthesizing system. The x-
axis in the graph represents the combinations of orientation
and velocity values, and the y-axis represents the rescaled
normalized roughness. The curves in the graph are shown
in distinct color to distinguish the different conditions on
orientation.

Overall, subjects perceived the surface to be rougher as
orientation angle and velocity increase. Moreover, changes
in orientation seem to have a greater influence on perceived
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S

Fig. 12. The normalized magnitude estimation of roughness with respect to
the orientation and velocity of an end-effector.

roughness compared to changes in velocity. To investigate
the impact of orientation and velocity on perceived roughness
and their interaction effect, we performed two-way ANOVA
with repeated measures. As a result, we found significant
main effect and large effect size of orientation (F(4) = 71.67,
p <.001, η2p = .3323) and significant main effect and medium
effect size of velocity (F(4) = 15.87, p <.001, η2p = .0993) on
roughness estimation confirming both of our hypotheses.

As shown in Fig. 13(a), posthoc analysis with Bonferroni
adjustments show that the perceived roughness was signifi-
cantly greater as the orientation angle increases in general. For
example, the perceived roughness of the scanning orientation
angle of 0 and 45 is significantly less than other angles (p
≤ .001 for all). However, there was no statistically significant
difference in perceived roughness among 63.43, 71.57, and 90
degrees.

Similarly, subjects tend to perceive our surface model to be
rougher as the velocity increases as shown in Fig. 13(b). While
no significant differences in perceived roughness between
every pair with 20 mm/sec differences (e.g., 20 and 40
mm/sec and 60 and 80 mm/sec) were found, the perceived
roughness differences between all pairs with at least 40
mm/sec difference were statistically significant. This suggests
that our surface model can be used to simulate various levels
of perceived roughness by tuning either of the parameters
of orientation and velocity. Meanwhile, no interaction effect
between orientation and velocity was found to be significant.

VII. DISCUSSION

In this section, we discuss how our results can contribute
to the implementation of roughness synthesis and suggest
potential applications for virtual environments.

A. Supporting Roughness Changes with One Surface

Our results demonstrate that our encountered-type tex-
tured surface model with hemiellipsoidal bumps can be used
for changing users’ perception of roughness levels, simply
by changing orientation and velocity without using body-
mounted or hand-held devices. Moreover, compared to other
encountered-type haptic systems with an additional tactile
display, our simple method can represent various levels of

0

***
**

***

***

***
***

***

(a) Perceived roughness with respect to the end-effector orientation.

0 45

***
***

**
***

**
**

(b) Perceived roughness with respect to the end-effector velocity.

Fig. 13. Boxplots showing users’ perceived roughness on average varying
orientation and velocity. Stars were indicate p values from pairwise posthoc
analysis results: ’*’ for p < .05, ’**’ for p < .01 and ’***’ for p < .001.

perceived roughness using one rigid surface model. There-
fore, we can dynamically change the level of roughness in
realtime without switching a different textured surface each
time for altering perceived levels of roughness. Our method
is expected to reduce the system complexity and the cost
of an encountered-type haptic system that provides textural
information.

To vary the range of perceived roughness, hemiellipsoid is
used as an elliptical texton in our texture model. We also
conducted user experiments for cross verification using the
truncated-cone model [21] and our model using hemiellipsoid
and verified that our model more clearly shows the increase
in roughness with respect to increasing angle and provides
a wider range of roughness. In this experiment, rx, ry , and
the height of elliptical truncated cones are constant and set
to the same as our hemiellipsoid model and the dot angle of
truncated cones is set to 45 degrees. These experiments follow
the same procedure as the main user study with eight subjects.

The increasing effect of roughness proportional to increas-
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ing angle is more evident in our hemiellipsoid model. In
particular, when a user scans the surface of the model with
truncated-cone along its sharp edge, the proportional relation-
ship between the orientation and perceived roughness may not
be maintained.

B. Simulating Various Levels of Roughness

Our finding confirms that roughness perception is affected
by temporal cues which depend on scanning velocity, similarly
to a prior work [20]. As our textured model have large
inter-distance between textons, experimental conditions with
larger velocity resulted in higher roughness which is consistent
with the result of Connor and Johnson [21]. Whereas the
earlier work was focused on a passive touch experiment for
studying the effect of temporal cues under a precisely con-
trolled condition, our result shows that the temporal cues also
have a significant influence on roughness perception during
active touch. In addition, we show that spatial cues offered
by our encountered-type texture surface model with different
orientations can also be used to alter users’ perception of
texture roughness. Most of all, we demonstrate our model can
simulate a particular level of perceived roughness by tuning
two parameters: orientation angle and velocity. For instance,
gradual changes in perceived roughness can be implemented
by changing the velocity which is almost linear in terms of
roughness level as shown in Fig. 12. Thus, once we identify
the range I of roughness change a priori, we can continuously
map a certain level of roughness to an orientation-velocity
pair (θ, v) in two steps: first we find an orientation θI that
contains the roughness range I and change the velocity value
v continuously to cover I .

C. Active and Passive Touch

Our texture roughness rendering method provides both ac-
tive and passive touch simultaneously. The encoded spatial cue
of roughness is represented by the user’s active touch. As the
haptic manipulator holds its orientation relative to the user’s
hand motion, there is no relative rotational motion between
the user hand and the textured surface model. On the other
hand, both passive and active touch is involved in delivering
temporal cue. While the user actively scans the surface of
the model, a haptic manipulator translates the model with a
predefined velocity determined by the roughness of the virtual
object. That is, the textured surface moves in the opposite
direction of the user’s scanning direction regardless of the
user’s scanning speed.

While previous studies demonstrated the little effect of
relative speed [30], [31], our finding shows the significant
effect of scanning speed on perceived roughness. Based on the
human brain research [42] that shows roughness perception
differs depending on the scanning velocity during a passive
touch, we conjecture that the simultaneous active and passive
touch makes the experimental result differ from previous
researches. When the haptic system provides passive feedback
during the user’s active touch in VR, the system might deceive
the human perception process and substantiate the effect
of scanning speed. To identify the exact cause and neural

process, additional in-depth research in the sensory and neural
recognition field should be needed, which we leave as future
work.

Rough textured bookshelf
Smooth textured wallpaper

(a) Virtual Environment

User scanning direction

Scanning direction

Surface translation

User scanning direction

Scanning direction

Surface translation

(b) Rough Texture

User scanning direction

Scanning direction

Surface translation

User scanning direction

Scanning direction

Surface translation

(c) Smooth Texture

Fig. 14. Prototype VR application using our roughness synthesizing method.

D. Potential VR Applications

While deepening our understanding of how we can manip-
ulate roughness perception with a spatiotemporally encoded
surface model, our findings suggest implications for potential
VR applications with bare hand interaction in particular. An
encountered-type haptic system with a limited number of
textures can use our nine levels of distinctive roughness. If
the order of texture roughness is determined in the target
application, one can use our spatiotemporal encoding of
textures to cover the variation of roughness. For example,
the player of immersive VR game can feel the distinctive
roughness corresponding to the texture of the game object
using the encountered-type haptic system. Fig. 14 shows
our VR prototype implementation of the indoor environment
consisting of furniture such as a door and bookshelf. As the
user gazes at the surface of the furniture with different texture
in the virtual environment, she or he can feel different levels
of roughness while scanning the textured surface attached to
the encountered-type haptic display.
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Although we limited the user’s movement to a straight line
in a user study, our prototype implementation can provide the
user with a non-linear movement. Further study on verifying
the significance of roughness rendering supporting non-linear
scanning could contribute to improving VR realism. We also
refer the reader to check our accompanying video to see this
showroom scenario. This system will be even more powerful
if the manipulator is mobile, which is our base implementation
platform, to extend the limited haptic workspace, even though
our current haptic system does not exploit the mobility.

E. Limitations and Future Work

As a single-session controlled lab study, limitations exist.
First of all, since we imposed motion constraint to control
the contact force and velocity of hand motion, the subjects
were not completely free in their hand motion during the
experiment. However, users should be able to freely change the
contact force and the speed of rubbing in virtual environments
with tactile feedback. Thus, the uncertainties caused by the
active movement of the user should be considered when
applying our method to an actual VR application. Another
limitation is that our results, the ranges of perceived roughness
for instance, may have differed if we recruited a different
population; the majority of our subjects were female in their
twenties. Although a previous work [43] shows that there is no
difference in tactile spatial acuity by gender, one should note
that there could have been a gender or age difference that we
have not considered.

Moreover, we did not consider synthesizing the surface of an
actual object since the goal of the main study was to maximize
the range of roughness synthesis with a single encoded model.
As a next step, we plan to study an analytical model that can
be mapped to a specific object to simulate the same texture but
with a relative difference in terms of roughness. Also, other
modeling parameters such as texton height could be studied
for providing a more realistic texture.

Although we focused on macro-scale roughness perception,
a further study for synthesizing fine roughness would be
interesting. In order to do this, a micro-scale modeling method
and finer velocity control during texture rendering will be
needed. Also, beyond the distinctive level of roughness, a more
serious study on a continuous level of roughness synthesis is
deserved to represent the diverse range of visual or physical
textures. In this case, the realtime system reaction is much
more critical. Although no subject complained about the
abnormality of system latency during the user experiment,
reduction in reaction time both in haptic rendering and visual
rendering is still desirable.

VIII. CONCLUSION

We propose a macro-scale roughness-synthesizing method
for an encountered-type haptic display using spatiotemporal
encoding of roughness. The encoding scheme is based on a
geometric grid of hemiellipsoidal bumps with the capability of
changing the orientation and velocity relative to user motion
using an off-the-shelf collaborative robot. Our psychophysical
experiments show that both the orientation and the velocity

have impacts on perceived roughness, which suggests that
users feel the same surface of our model differently in terms
of roughness when scanning orientation or velocity changes.
Moreover, we demonstrate that simulating a wide range of
perceived roughness with a specific target roughness level
is possible through both active and passive touch sensation.
We expect our system to synthesize an appropriate level
of roughness on demand that corresponds to diverse visual
textures in VR by manipulating the encoding values for a given
textured surface.
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