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Abstract

In this dissertation, we present physics-based real-time facial animation generated by muscle 

deformations. Unlike previous muscle-based facial animation using three-dimensional finite 

elements, we use a two-dimensional shell element to avoid inefficient or undesired tessellations 

by the thin structure of facial muscles. Instead of a complex continuum shell model dealt with 

in traditional finite element analysis, we use a geometrically-derived shell model and its energy 

functions. To accomplish real-time performance, we also adopt modal warping for forwarding 

time integration of the governing equation. 

 

For the results of facial animation to be anatomically meaningful, our system is designed based 

on four layers of skin, the subcutaneous layer of flesh, muscles, and the skull with existing 

knowledge of anatomy. Skin and muscles are composed of shell elements and follow the 

dynamics of the shell. Subcutaneous fatty tissue is assumed as a uniform elastic body. In 

principle, facial tissue between the skin and muscle is composed of complex elastic bodies such 

as the dermis, subcutaneous fat, and fascia. However, we model the layer as a homogeneous 

deformable-body using a mass-spring system. The fixed part of facial muscles where the 

muscles originated from the skull is handled by static position constraint. 

 

As facial muscle movements are primarily contraction and relaxation, we control muscle to 

have stretch deformation using modal analysis. Skin deformation is caused by the force 

propagation from muscle through subcutaneous fatty tissue. We mimic this phenomenon by 

applying external force to skin mesh using mass-spring force triggered by muscle deformation. 

By restricting the region affected by propagated force depending on muscle position, only the 

region of interest for the skin could be affected by the muscle. For multiple muscles, to prevent 

the coupling effect between the region of interests, we decouple the system according to the 

external force type applied to the skin. 

 

We show a series of facial animations caused by selected major muscles that are relevant to 

expressive skin deformation. Results are affected by muscle-based deformation and indicate 
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real-time performance. Our system has scalability for importing new types of muscles and skin 

mesh when their shapes or positions are changed. The system can be used in the field of 

computer animation and has applications to virtual avatars; it can also be used in the movie and 

game industries, and it is expected to expand to the medical industry with applications to virtual 

plastic surgery.  



1 

I. Introduction 

A. Motivation 

The human face provides a variety of types of information, not only from everyday 

conversations but also from the showing of transformed shapes by internal and external factors 

caused by aging and/or plastic surgery. Recently, with increasing interest in virtual avatars, the 

facial animation of humans has been an attractive research topic in various fields from computer 

graphics to medicine. One of the crucial considerations in creating facial expressions is 

understanding that they are based on intricate combinations of physiological interactions under 

the face. This is a challenging problem in that there’s no clear definition of classification for 

facial tissues whose compositions have a high level of complexity [1]. 

Consequently, the existing method for creating facial animation has been used without 

considering dynamic properties; these range from handcrafted keyframe animation by artists 

which are the simplest but the most cumbersome, to approaches using geometric or computer 

vision-based techniques [2] [3]. For example, the blend shape provides keyframe animation 

based on geometric deformation and kinematic rigging [4]. This allows for real-time animation; 

however, it requires extra equipment such as a depth camera and it requires extra attention such 

as in advance data processing. It also has limitations in applications which require dynamic 

effects that should observe Newtonian dynamics in VFX films or 3D virtual surgery. 

In other respects, physics-based animation for the human face is another branch of facial 

animation studies. Simulation of the anatomy-based structure of the human face has been 

developed in computer graphics and biomechanics. In essence, physics-based animations are 

governed by differential equations satisfying Newtonian dynamics. They also require the use 

of the simplified anatomical structure of the face; these provide physical interactions between 

elastic bodies in the face [5], [6]. Though they have anatomically meaningful and visually-

compelling results, the simulation performance is rather slow. 

Moreover, the problem of tessellations of a thin structure of facial muscles has arisen in 

previous works due to volumetric analysis [7], [8]. As human body components such as facial 

muscles and ligaments are thin elastic bodies, they need to be analyzed in different ways. In 
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biomechanics, simulating a thin ligament of the joint using the Finite Element Method (FEM) 

Shell Theory for the human body is one method used [9] but it is not a real-time simulation and 

there are no previous studies that can be used to interpret facial muscles as shells in either 

computer graphics or biomechanics. 

 

B. Research Goal 

The goal of this study is to generate real-time physics-based facial animations with various 

expressions in an anatomically plausible way. We aim to model human facial anatomy structures 

with their physical properties and reflect interactions between facial elastic bodies in a dynamic 

system. Unlike previous works that involved the building of muscles embedded in the soft tissue 

layer to prevent undesirable tessellations, we construct the thin anatomical structure of a face 

using shell element analysis so that muscles could be modeled explicitly. 

From the perspective of simulation, we consider physics-based simulation for non-linear 

deformations of the face. To provide simulation in real-time, we adopt the modal warping 

technique that decomposes total deformation by mode shapes so that the dimension of 

computation matrices is largely decreased. As facial deformation is a coupled system of 

multiple muscles and external forces, we mimic various actions of external factors on skin 

surfaces. 

 

C. Challenges 

To imitate coupled non-linear facial deformations, we have to simplify the face model and 

generate combined facial deformations by analyzing the physical interactions of the given 

model. However, it is difficult to classify an ambiguous facial system composed of numerous 

intertwined elastomers which varied from person to person. Also, we have to know where the 

skin should be deformed or undeformed according to an external force. However, in the coupled 

system, although the points of action are defined, predefined action points can be destroyed by 

other definitions. Thus, the main challenges to designing real-time facial animations are as 

follows: 
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Modeling perspective: The face is composed of numerous types and number of elastomers. 

They not only have different geometric and physical properties such as in a material model but 

they are positioned differently from person to person and change when a face is deformed. Thus, 

the normalization and simplification of face models to form the base framework of the facial 

simulation are needed. 

 

Physical interaction perspective: Facial deformation is caused by muscle actuation. However, 

contrary to body motion which focuses on muscle actuation and corresponding deformation by 

the kinematic movement of bones, facial motion focuses on skin deformation changed by the 

deformation of elastic facial muscles. Thus, it is necessary to define how the muscles propagate 

through the elastomers and exert an external force on the skin as well as where the force is 

applied to. 

 

Coupled phenomena of facial expressions: Facial expression is the coupled result of multiple 

interactions among muscles and external forces. Even for a single facial expression, multiple 

types of muscles work on the same face. To prevent the intertangled effect of multiple external 

factors, they should be applied independently via decoupling the system. 

 

Real-time integration for non-linear deformation: For non-linear deformation, as the stiffness 

matrix for the displacement vector is not constant, the numerical time integration for differential 

equations for motion is a non-trivial problem that results in extensive computational time. The 

modal warping technique approximates non-linear deformation into combinations of 

displacements of modal shapes by assuming the stiffness matrix constant. 

 

D. Main Contributions 

Thus, our main contributions are as follows: 

 

∙ Biomechanical deformation for a face with a novel face model 

∙ Real-time simulation for non-linear facial deformation with modal analysis 

∙ Approximation of coupled animation with a decoupled system 
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First, we model facial muscles and skin by creating a simplified structure including 4 layers 

under the skin’s surface indicating the anatomical composition of the face. We also reflect 

mechanical interactions between the layers including force propagation and action points of the 

forces. To prevent undesired mesh generation, we analyze muscles and skin as shell elements, 

which makes explicit modeling for muscles possible. 

To achieve real-time integration for non-linear deformation of the skin surface and muscle 

objects, by adopting modal warping, the degree-of-freedom (DOF) of the governing equation 

is considerably decreased so that we could save time in computation. Furthermore, by using 

modal analysis, the reduced deformation of muscles only for stretch deformation is realized. 

Finally, we decouple the governing equation according to skin deformation type so that 

multiple muscles affect a single skin surface. After obtaining displacement fields of each 

external factor independently, by simply doing a summation of them, we could simulate 

combined skin deformations for each expression. 
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II. Related Work 

In this study, we surveyed papers for information on muscle-based simulations. We 

investigated previous works that addressed the simulation of both face and human bodies. We 

investigated how to model structural geometry and physics of the human muscular system with 

a special focus on rigging and skinning whose purposes are to connect skin with subcutaneous 

tissues to design anatomical face models. For facial animation, we also searched for kinematic 

and dynamic methods to compare their pros and cons. 

 

A. Muscle-based Modeling 

Skeletal muscle-based human body animation using dynamics has been a topic of recent 

research. Zhu et al. [10] proposed real-time volumetric muscle deformation for the arm using a 

volume hierarchy model and a FEM with explicit integration. They reconstructed volumetric 

muscle meshes from CT images and adopted the muscle deformation framework constrained to 

(a) Voxel muscle [10] (b) Skeletal muscle deformation [11] 

(c) Flesh simulation by skeleton [12] (d) Flesh simulation with Neo-Hookean [13] 

Figure 1. Muscle-based animation for human bodies 
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the bone. Teran et al. [11] calculated muscle activation corresponding to the skeletal pose by 

formulating geometrically-designed strain energy using the finite volume method (FVM). By 

using FVM instead of FEM, they reduced the number of calculated nodes. Teran et al. [12] also 

developed the quasi-static algorithm for flesh simulation using FEM where hyperelastic 

material was applied to the volumetric mesh. Smith et al. [13] complemented the works of Teran 

et al. [12] to accomplish a stable Neo-Hookean material model for volumetric flesh. However, 

[11], [12], and [13] may not be computable in real-time. Besides, facial anatomy was not 

included among their various considerations. 

 

B. Facial Animation 

A muscle-based facial system has been studied for the animation of human expression. For the 

facial animation in general, there have been two kinds of approaches: These are kinematic-

based and physics-based [14]. 

 

1. Kinematic Approach 

Kinematic approaches are done with the handcrafted method or in general, with the 

performance-driven method. State-of-the-art. performance-driven animation uses facial 

tracking algorithms that are based on computer vision. Reed et al. [15] designed user-generated 

facial animation by sampling the evolutionary framework using genetic algorithms. 

Bickel et al. [2] presented multi-scale real-time facial animation that decoupled large 

deformation and fine deformation processes. For large deformation, they used a marker-based 

Figure 2. Multi-scaled facial animation with marker-based motion capture [2] 
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facial motion capture technique. Then, fine-scale details like wrinkles of the face were 

generated by linear shell-based mesh deformations including stretch and bending energy with 

wrinkle geometry through energy optimization. Later, for fine-scale deformation, a data-driven 

approach was employed for learning fine-scale details from sample poses [16]. 

Contrary to the works of [2], [16], Weise et al. [3] suggested novel markerless facial tracking 

methods in a specific environment for real-time facial animation using membrane energy for 

skin deformation. With facial depth information, a generic template mesh was fitted to the target 

user's face and tracked offline for training the expression of reconstructed mesh. This study was 

extended for the general environment except that it used a Kinect sensor and represented facial 

animation as a weighted sum of blend shape meshes generated in the way of example-based 

facial rigging. Tracking facial animation data were retargeted to virtual avatars [17]. Li et al.[18] 

refined the tracking pipeline of [17] for more accurate tracking data. Rhee et al. [19] also 

implemented markerless real-time facial simulation with tracking; however, they use a single 

video camera. For reliable facial tracking, they tracked the upper face and the lower face which 

allowed for local feature tracking of subtle movements and global appearance matching. 

According to the given tracking data, the face mesh was deformed geometrically using 

interpolation. 

Kinematic approaches generally have real-time performance; however, they do not consider 

anatomical characteristics and dynamics of the human facial system and they are still 

constrained by the camera used and by handcrafted situations. 

  

Figure 3. Markerless tracking for real-time facial animation of the virtual 

avatar using Kinect [17] 
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2. Facial Rigging 

In the absence of facial tracking data or manual adjustments, facial rigging is used to create 

skin deformations, which is one step closer to reflecting the physical properties of the face. 

Facial rigging can be implemented in various ways; one of these is by specifying the parameters 

on skin mesh using the parameters in geometric deformations or using them dynamically [20]. 

Wojdel et al. [21] and Villagrasa et al. [22] developed facial parameters using the facial action 

coding system (FACS). FACS has action units(AUs) and each unit has its role in modifying the 

corresponding parts of the skin. While [22] used rigged bones and locators for AU rigging and 

for setting manual skinning, [21] defined direction vector and density function for each of the 

AUs to implement skin deformations. They used control points to define the direction and 

density functions, including predefined landmarks and facial features such as the mouth contour, 

the eye contour, and the eyebrows. As AUs are not decoupled, they analyzed combinations of 

AUs to cover the situations involving multiple AUs of the same area of the face. 

Komorowski et al. [23] made rigging systems using scattered data interpolation techniques. 

With given 𝑁 poses they stored multiple poses and interpolated among them using position 

constraints. They stored the facial poses, broken down into elementary facial actions, according 

to the FACS. Using calculated, interpolated data, facial animation was finally created with the 

blend shape. 

For facial rigging, existing anatomical knowledge is included from the perspectives of 

geometric characteristics. Gao et al. [24] carried out the prediction of muscles when detected 

(b) Rigging according to AUs [22] (a) Control points for AUs [21] 

Figure 4. Facial rigging with FACS 
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landmarks of the face were given with manually-designed training data. Bibliowicz [25] 

implemented muscles in the rig with anatomical knowledge of muscle insertions and set them 

according to the connection of muscles and wires to make deformation sets for each part of 

facial actions. 

However, there is still a lack of anatomical meaning in understanding the geometry of the skin, 

muscle, and soft tissue layer and the interactions among them. They also have no physics-based 

deformations for skin and its sub-structures. 

 

3. Dynamic Approach with Anatomical Properties 

To simulate real-world facial motion, the geometric and physical characteristics of facial 

anatomy need to be considered for modeling facial structures, and deformation of the generated 

model also needs to follow Newton’s second law. 

Waters [26] reflected the muscle anatomy of the human face for the facial system. Muscles in 

this system were modeled as embedded vectors on skin surfaces. Zhang et al. [27] presented a 

geometrically-formulated, muscle-driven wrinkle model with a physics-based facial animation 

system that had a hierarchical structure of the skin, muscles, and skull. In this model, the muscle 

was attached to the skull and inserted into the skin and then represented as a triangular mesh 

with non-linear springs and deformations under a field of muscle forces. However, they only 

included the muscle vector field without implementing subcutaneous tissue. With continuum 

meshing for finite elements (FEs), Pieper et al. [28] considered soft tissue designing surgical 

simulation using linear FEM. Essa et al. [29] proposed a vision-based, instead of FACS, muscle 

(a) Predicted positioned muscles [24] (b) Muscles in rig [25] 

Figure 5. Facial rigging considering muscle positions. 
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actuation system in which they used the method of [28] for muscle and skin attachments; 

however, muscle actuation was not decoupled. 

Terzopolous et al. [30] explicitly designed facial tissue and muscles using deformable lattices 

constructed from point masses connected by springs that produce real-time performance. 

Lattices are composed of the epidermal surface, the dermal-fatty layer, the fascia surface, the 

muscle layer, and the skull surface. For the dermal-fatty layer of [30], Lee et al. [31] added 

volume preservation forces and skull penetration constraint forces where the face model was 

governed by Newton’s law of motion. 

For a more delicate analysis, FEM is used to govern dynamic equations of the face [32]. 

Gladilin et al. [33] constructed a physiological mechanism for the effect of contracting muscles 

on soft tissues under the tetrahedral grid. Soft tissue was modeled with St. Venant-Kirchhoff 

material and muscles were represented as a vector field on the skin surface and activated by 

tangential force. To enforce muscle force in the proper area of the skin, they designated the 

muscle insertion area as a cone-shaped prolongation of the muscle domain. For multiple muscle 

actuations, facial expressions were estimated by the superposition of single muscles. Barbarino 

et al. [5] used FEM with hexahedron elements for each facial layer including the skull and 

mandibula, muscles, retaining ligaments, skin, and superficial musculoaponeurotic system 

(SMAS). The hyperelastic model was applied to deformable bodies and interactions among 

elastic bodies were controlled by a boundary condition. 

(a) Facial tissue layer [30] (b) Anatomical constraints for face model [31] 

Figure 6. Lattice structure mimicking anatomical properties of the face 
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Wu et al. [6], Sifakis et al. [7], and Ichim et al. [8] used FEM with tetrahedral mesh. They 

modeled muscles embedded in the tissue layer so that additional rigging was not required. 

Anatomically-designed layers are described in detail in section IV. Wu et al. [6] applied 

hyperelastic material and fulfilled heterogeneous material by adjusting the parameters of the 

material model. For muscle deformation, they defined maximum tension by an experimentally-

determined optimal stretch. Unlike Wu et al. [6], Sifakis et al. [7] and Ichim et al. [8] controlled 

muscle actuation parameters. [7] estimated the muscle activation vector by optimizing the 

equilibrium position to be given as a target face with markers. Marker positions were compared 

between the input and the simulation results. [8] calculated muscle activations by solving 

inverse dynamics that are a constrained optimization form for the given facial expression model 

generated by a user-specific blend shape. 

With volumetric FEM, anatomical properties of the face can be applied more elaborately; 

however, for existing methods, simulation cannot be done in real-time as well as generate 

unwanted tessellations due to structural characteristics of elements and thin muscle. 

Barrielle et al. [34] showed real-time performance using project dynamics with strain energy 

for skin deformation, but their muscle actuation was based on blend shape which is not physics-

based and does not consider the anatomical structure of the face. 

  

(a) Anatomical structure for face model (top) 
and comparison of marker positions (bottom left) 

and simulation results (bottom right) [7] 

(b) Muscle activation and 
 corresponding skin deformation [8] 

Figure 7. Physics-based facial simulation with an anatomically-designed system 



12 

III. Real-time Thin Shell Simulation  

using Modal Warping 

 

For real-time FEM simulation of the thin shell, our governing equation of the face model is 

largely based on the work of Choi et al. [35]. In this section, for completeness, we shortly 

describe the derivation of the governing equation in using the energy function based on 

triangular mesh [35] and modal warping for real-time integration [36]. 

 

A. Real-time Thin Shell Simulation 

Rather than adopting a complex form in traditional continuum shell models like those 

involving Classical Plate Theory (CPT) [37] or Koiter’s Model [38], Choi et al. [35] used a 

geometrically-driven energy function for shell elements; this was also proposed by Grinspun et 

al. [39]. The energy function consists of membrane energy for stretching and shearing and 

flexural energy for bending. Energy functions are formulated by measuring the difference 

between the deformed and undeformed states of triangle elements assuming that triangles can 

have homogeneous deformations. 

A designed membrane energy form makes the shell resist deformation. Stretch and shear 

energy shapes are 

 

 𝐸𝐴 =∑
(‖𝐴‖ − ‖�̅�‖)2

‖�̅�‖
𝐴

, (1) 

 𝐸𝐿 =∑
(‖𝑒‖ − ‖�̅�‖)2

‖�̅�‖
𝑒

, (2) 

 

where ‖𝐴‖ and ‖�̅�‖ are deformed and undeformed areas of the triangle element and ‖𝑒‖ 

and ‖�̅�‖  are the deformed and undeformed lengths of the edge, respectively. Thus 𝐸𝐴  is 

element-based; 𝐸𝐿 is the edge-based function for membrane energy. Flexural energy is also an 

edge-based function described as 
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 𝐸𝐵 =∑3(𝜃𝑒 − �̅�𝑒)
2

𝑒

‖�̅�‖

ℎ𝑒
, (3) 

 

where 𝜃𝑒  and �̅�𝑒  are the deformed and undeformed dihedral angles of the edge 𝑒 , 

respectively; ℎ𝑒  represents the average heights of the two triangles sharing the edge  𝑒 . 

Equation (3) was derived using the mean curvature at a point of mesh [39]. 

The sum of given membrane energy and flexural energy is the total elastic energy of the shell 

elements:  

 

 𝐸 = 𝑘𝐴𝐸𝐴 + 𝑘𝐿𝐸𝐿 + 𝑘𝐵𝐸𝐵, (4) 

 

where 𝑘𝐴, 𝑘𝐿, and 𝑘𝐵 are constant stiffnesses for stretching, shearing and bending motions. 

Taking the derivative of the elastic energy in terms of nodal displacement leads to an elastic 

force of elastic potential energy: 

 

 
𝜕𝐸(𝐮)

𝜕𝐮
= 𝐊(𝐮)𝐮, (5) 

 

where 𝐮 is a 3𝑛-dimensional vector representing the displacement of 3𝑛 nodes; 𝐊(𝐮) is a 

3𝑛 × 3𝑛 stiffness matrix. Thus, the governing equation of the shell element is 

 

 𝐌�̈� + 𝐂�̇� + 𝐊(𝐮)𝐮 = 𝐅, (6) 

 

where 𝐌 is the mass matrix and 𝐂 is the damping matrix. Choi et al. [35] used Rayleigh 

damping so that 𝐂 = ξ𝐌+ ζ𝐊. 𝐅 is a 3𝑛-dimensional vector of external forces applied to 𝑛 

nodes. 

Choi et al. [35] also presented a novel rotational component based on the Jacobian of triangle 

orientation. As Choi et al. [36] dealt with tetrahedron meshes, the rotational part was modified 

for shell elements. As our main focus is not on the formulation of rotation, we refer readers to 

the work of [35] for further details. 
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B. Modal Warping 

For real-time integration, the governing equation is solved based on modal warping. To apply 

modal analysis, 𝐊(𝐮) in equation (6) is linearized as a constant matrix 𝐊 with a small rotation: 

 

 𝐌�̈� + 𝐂�̇� + 𝐊𝐮 = 𝐅. (7) 

 

Then equation (7) could be decoupled with generalized eigenproblem: 

 

𝐹𝑖𝑛𝑑 𝚽,𝚲 𝑠. 𝑡. 

 𝚽T𝐌𝚽 = 𝐈, 𝚽T𝐊𝚽 = 𝚲 𝑤ℎ𝑒𝑟𝑒 𝐊𝚽 = 𝐌𝚽𝚲. (8) 

 

Solutions of general eigenproblem mean that 𝚲 is a diagonal matrix whose components are 

eigenvalues and columns of matrix 𝚽  are the corresponding eigenvector. Thus, the 

displacement vector in equation (7) can be represented as 

 

 𝐮(𝑡) = 𝚽𝐪(𝑡). (9) 

 

Here, 𝚽 is a modal displacement matrix whose columns correspond to the mode shape and 

𝐪(𝑡) is a vector whose elements correspond to modal amplitudes. By selecting the number of 

dominant eigenvalues, the amount of computation is reduced. In equation (9), as the 

displacement vector and modal amplitude vector are time-dependent, they can be represented 

as a function of time 𝑡. 

With modal analysis, the governing equation can be decoupled by the modes. With an 

assumption of fine mesh and stiffness warping, equation (7) can be represented using local 

displacement. By multiplying 𝐑T with both sides of the equation (7) and applying equation (9) 

to the results, the final shape of the governing equation for the shell element is 

 

  𝐌𝐪�̈� + 𝐂𝐪�̇� + 𝐊𝐪𝐪 = 𝚽
T(𝐑T𝐅), (10) 
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where 𝐌𝐪 , 𝐂𝐪 , and 𝐊𝐪  are the matrices of 𝐌 , 𝐂 , and 𝐊  multiplied with 𝚽T  on the left 

side and 𝚽 on the right side. Here, 𝐪 is the modal amplitude vector for local displacement 

vector and 𝐑T is the rotation matrix representing the local coordinate orientation of the nodes. 

Finally, by solving equation (10) with semi-implicit integration and then calculating 𝐮 using 

equation (9), we were able to simulate given shell elements. Modal amplitudes and the rotation 

matrix were computed in every frame whereas the matrices of equation (10) were precomputed 

before the simulation.  
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IV. Muscle-based Face Model 

A. Simplified Design of Anatomical Structure 

Facial tissue has a complex structure located within the space between the skin and skull [40], 

[41] (Figure 8. (a)). However, for the sake of computational plausibility for simulation, we 

designed a simplified face model. We referred to [5], [6], [30] and for an anatomical background 

of facial tissue to build a face model. 

Facial skin is composed of the epidermis and dermal layers [30], [42]. For the face, the skull 

acts as a fixed point of muscle origin and supports the whole face model [5]. The space between 

the skin and skull is composed of different elastic bodies such as subcutaneous fatty tissue, 

fascia, SMAS, connective tissue, the and gliding plane, etc. Skin deformation is the result of 

interactions between the elastic bodies and the deformed muscles. 

Prior works involving facial animation generally have more than 4 layers for each face model. 

Terzopoulos et al. [30] modeled muscle, fascia, the subcutaneous fatty layer, and the skin using 

deformable lattices. The anatomical models of Sifakis et al. [7] and Ichim et al. [8] included 

skull, flesh, muscle, and skin. Wu et al. [6] used a generalized five-layer model (Figure 8. (b)) 

(a) Horizontal plexuses of skin [40] (b) Five-layer face model [41] 

Figure 8. The anatomical structure of the face 
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for the face. Mendelson et al. [41] included skin, subcutaneous tissue, SMAS, a gliding plane, 

and deep fascia while assuming skin, subcutaneous tissue, and SMAS as a single entity. 

Deformable bodies of their system were based on tetrahedrons generated by given skin mesh; 

muscles were embedded in the deformable continuum for the thin structure of facial muscle. 

We simplified the anatomical structure including the skull, muscle, subcutaneous fatty layer, 

and skin similar to the works of [7] and [8]. However, to avoid unintended tessellations and to 

achieve real-time simulation, we modeled skin and muscle as a plate-shaped elastic body using 

a shell element. For other deformable bodies, we considered them as a homogeneous single 

elastic body moving together within the subcutaneous layer. Among existing deformable 

simulation methods, we selected the mass-spring system to implement anatomical interaction 

between muscle and skin (Figure 9). 

To constitute the subcutaneous layer with the mass-spring system, we built a connection using 

a spring between the skin and muscle nodes. Given positioned muscles inside the skin, muscle 

nodes are connected to skin nodes that keep the minimum distance to themselves (bold yellow 

lines of Figure 9). Through connected springs, skin deformation is triggered by muscle. In the 

case of the skull, we only reflected its role as the anchoring point of the muscle’s origin and 

skin by enforcing constraints. 

  

Figure 9. Simplified structure of a face model 



18 

B. 3D Modeling for Physics-based Facial System 

For skin mesh, we obtained a symmetric template quad mesh from FaceShift1  in .obj file 

format. Based on J. Rohen’s work, Color Atlas of Anatomy [43] and [44], [45], we built facial 

muscle with given a skin and skull mesh using a modeling tool in Maya. Generally, in anatomy 

textbooks, the shape and position of the insertions of muscle are considered [5]; and we modeled 

muscle meshes manually in the form of a curved thin shell and positioned them under the skin 

mesh (Figure 10). By avoiding muscles that have a negligible influence on the mechanical 

behavior of skin [5], 4 major muscles were selected to derive large deformation of the skin. 

Selected muscles include the zygomaticus major for lifting the angle of the mouth; the 

corrugator supercilii for pulling eyebrows; the depressor labii inferioris for pulling lower lip 

downward; and the depressor anguli oris for pulling the angle of the mouth downward. For 

anatomical knowledge of these muscles (like origin, insertion, and action), we referred to 

ANATOMY NEXT2. For the 4 selected major muscles, we have 8 muscles by making the left 

and right muscles symmetrical with respect to the center of the face. As muscle modeling is 

done in an independent layer from the skin, if the muscles are modified, they can be removed 

and imported freely. This scalability is also valid for skin mesh, for example, when simulating 

with someone else’s face mesh. 

 

1 www.faceshift.com 

2 www.anatomynext.com 

Figure 10. Muscle mesh modeled and positioned with template skin and skull mesh 
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We set up muscle mesh nodes so that elements in the wide face of muscle objects conform to 

a square shape. Muscle meshes were modeled with polygonal mesh in Maya that could be 

exported as in .obj file format. For applying the finite shell element method of Choi et al. [35] 

to the skin and muscle object, we needed to triangulate the given quad meshes. Since we 

handled mesh data as an .obj file, getting triangular elements for the stretch energy is easy, but 

for edge-based shear and flexural energy, we needed to extract edge information separately. 

After extraction for the element and the edge, we were able to get the number of triangular 

elements and edges as well as vertex indices for the elements and the edges. See Appendix I for 

the detailed procedure. Given the configuration of shell elements, skin deforms according to 

the designed face model. 

  

(a) Zygomaticus major (b) Corrugator supercilii 

Figure 11. Tessellation of muscle mesh 
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V. Physics for Face Model 

In this section, we explain how to perform forward dynamics in the face model described in 

section IV. We reflect the following dynamic characteristics: First, muscles undergo stretch 

deformation by activation force. This leads to spring displacement that connects muscle and 

skin. Finally, mass-spring force is generated and acts as an external force for skin deformation. 

 

A. Muscle Deformation Control 

When facial expressions are created, facial muscles contract or relax while their points of origin 

are fixed to the skull. In this section, we explain how to mimic those movements using modal 

analysis, tangential force and static position constraints of shell elements. 

 

Modal analysis 

To make shell elements of muscle that have stretch deformation only, we need to find the 

eigenvector 𝐞𝑖 ∈ ℝ
3𝑛×1 that corresponds to 𝜆𝑖 ∈ ℝ where 𝑛 ∈ ℝ is the number of nodes; 

𝑖 ∈ ℤ+  represents the index of the stretch mode; and 𝜆𝑖  is the solution of the generalized 

eigenproblem (equation (8)). We have 4 modes and among them, the stretch mode is third which 

means 𝑖 = 3. Given the modal displacement matrix 𝚽 ∈ ℝ3𝑛×𝑑 where 𝑑 ∈ ℝ is the number 

of modes, by setting 𝚽 as zero except for 𝐞𝑖, the displacement of each muscle node becomes 

the linear combination of the stretch mode shape and its modal amplitude 𝐪. In this case, we 

have 𝑑 = 4 which is enough to cover bending (12). 

 

 𝐮 = 𝚽𝐪 (11) 

 =

(

  
 

0 0 𝑒31𝑥 0

⋮ ⋮

𝑒31𝑦
⋮
𝑒3𝑛𝑦

⋮

0 0 𝑒3𝑛𝑧 0)

  
 
𝐪. (12) 

 

Finally, DOFs of muscle deformation is constrained for stretch. 
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Activation force for muscle 

When muscles contract and relax, the activation force is needed to trigger muscle movement. 

As the type of force for those deformations is a compressive or tensile force, we enforce 

tangential forced to the muscle. As our work is based on finite element, the force needs to be 

exerted as a nodal force to the nodes that are lying at the center of the muscle object (Figure 

12). The magnitude of the body force was set manually and the force applied to each node acted 

as an external force that generates muscle deformation. Thus, the governing equation for muscle 

is 

 

  𝐌𝐪𝑚�̈�𝑚 + 𝐂𝐪𝑚�̇�𝑚 + 𝐊𝐪𝑚𝐪𝑚 = 𝚽𝑚
T(𝐑𝑚

T𝐅𝑒𝑥𝑡𝑚), (13) 

 

where 𝐑𝑚  is the rotation matrix for the muscle and 𝐪𝑚 , 𝐅𝑒𝑥𝑡𝑚 , and 𝚽𝑚  is the modal 

amplitude, modal force vector, and modal displacement matrix of the muscle. 𝐌𝐪𝑚, 𝐂𝐪𝑚, and 

𝐊𝐪𝑚  are calculated in the same way in equation (10) with the mass, damping, and stiffness 

matrix of the muscle. By integrating equation (13) with a rotational part of the muscle, we were 

able to get a displacement field of corresponding muscle, 𝐮𝑚. The displacements trigger the 

spring force of the subcutaneous layer in section V.B. We can control muscle deformation in 

contraction and relaxation by setting the direction of the applied tangential force before starting 

the simulation. 

 

  

Figure 12. Constrained and enforced muscle nodes 
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Static position constraints 

To fix the end of muscle where it stems from the skull, we enforced static position constraints 

described in modal warping. By neglecting the corresponding DOFs of the governing equation, 

nodes that were set to be in the static position has zero displacements. Nodes marked as red in 

Figure 12 represent the fixed position. This is especially important because in reality muscle 

pulls the skin toward the skull where it originates from; we enforced contraction force towards 

static constraints. 
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B. Force Propagation through the Subcutaneous Layer to the Skin 

As muscle and skin are connected by a spring, if one side of the spring moves according to 

muscle deformation, the other end moves with it. This leads to the spring force of the 

subcutaneous layer and the spring force is passed to the skin because the other end of spring is 

attached to the skin node. Transferred force should be applied to the proper skin area around 

the skin that is connected to the muscle. This area is referred to as a region of interest (ROI). 

 

Mass-spring force 

To define mass-spring force [46] of the subcutaneous layer, we called the deformed spring 

vector, undeformed spring vector, and initial spring vector as 𝐒𝑑, 𝐒𝑢𝑑, and 𝐒𝑖𝑛𝑖𝑡, respectively.  

The magnitude of the deformed spring force is 

 

 |𝐅𝑠𝑝𝑟𝑖𝑛𝑔| = 𝑘𝑠𝑝𝑟𝑖𝑛𝑔 ⋅ |∆𝐱| (14) 

 = 𝑘𝑠𝑝𝑟𝑖𝑛𝑔 ⋅
||𝐒𝑑| − |𝐒𝑖𝑛𝑖𝑡||

|𝐒𝑖𝑛𝑖𝑡|
, (15) 

 

where ∆𝐱 is the relative elongation of the spring to make the spring force proportional to the 

deformed length difference based on the initial length [46]. Besides, as skin deformation arise 

along with the direction of muscle movement, the direction of 𝐅𝑠𝑝𝑟𝑖𝑛𝑔 becomes 

 

 
𝐒𝑑 − 𝐒𝑢𝑑
‖𝐒𝑑 − 𝐒𝑢𝑑‖

(Figure 13). 
 

(16) 

 

The governing equation for shell elements for the skin mesh due to muscle-based force 

becomes 

 

  𝐌𝐪𝑠�̈�𝑠 + 𝐂𝐪𝑠�̇�𝑠 + 𝐊𝐪𝑠𝐪𝑠 = 𝚽𝑠
T(𝐑𝑠

T𝐅𝑒𝑥𝑡𝑠) (17) 

                        = 𝚽𝑠
T(𝐑𝑠

T𝐅𝑠𝑝𝑟𝑖𝑛𝑔). (18) 
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𝐅𝑠𝑝𝑟𝑖𝑛𝑔 is applied only to the skin nodes that are connected with muscle. In this case, 𝐅𝑠𝑝𝑟𝑖𝑛𝑔 

acts as 𝐅𝑒𝑥𝑡𝑠. Other matrices and vectors in equation (17) are calculated for the skin in the same 

way in equation (13). Using equation (18) with modal warping, we calculated the displacement 

field of skin, 𝐮𝑠, deformed by muscle deformation. 

Spring vectors are relative vectors between the skin and the deformed muscle or skin and 

undeformed muscle vertices. As the deformed muscle vertex includes  𝐮𝑚 caused by muscle 

deformation, we can say that force generated by muscle deformation is propagated through the 

subcutaneous spring layer. 

 

Region of Interest (ROI) 

Although 𝐅𝑠𝑝𝑟𝑖𝑛𝑔 was applied to specific nodes, it could have affected the undesired region 

of the face. However, in reality, muscle does not affect the skin area except around the region 

where it is positioned; for instance, the forehead is not affected by the muscle that pulls down 

the angle of the mouth. To prevent such undesired influences, we limited the area where skin 

can be deformed. The area around the skin connected with muscle is called a region of interest 

(ROI). We restricted the DOFs of skin nodes that are in the non-ROI by applying the static 

position constraint. The criteria for selecting skin nodes corresponding to the ROI are as follows: 

Skin Muscle 

Undeformed 
Muscle 

Deformed 
Muscle 

Deformed Spring 

Undeformed Spring 

Force Direction 

𝐒𝑑 

𝐒𝑑 − 𝐒𝑢𝑑 𝐒𝑢𝑑 

Figure 13. Mass-spring force direction according to muscle and skin attached to it 
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Let 𝕄𝑥, 𝕊 as a set of node indices in muscle 𝑥 and skin mesh while 𝑚𝑖, 𝑠𝑗 represent the 

𝑖-th node of muscle 𝑥 and 𝑗-th node of skin, respectively. Also, let 𝕀𝑥 be a set of nodes in an 

ROI of muscle 𝑥 and 𝐒𝑖𝑛𝑖𝑡
𝑥𝑖  as an initial undeformed spring between the 𝑖-th node of muscle 

𝑥 and the skin node connected with it. The ROI can be defined as: 

 

 
𝑠𝑗 ∈ 𝕀𝑥   𝑠. 𝑡. 

∃𝑖,𝑗 ,  α ⋅ |𝐒𝑖𝑛𝑖𝑡
𝑥𝑖 | > |𝑚𝑖 − 𝑠𝑗|  𝑤ℎ𝑒𝑟𝑒 𝑖 ∈ 𝕄𝑥 ,  𝑗 ∈ 𝕊. 

(19) 

 

Here, 𝛼  is a parameter for determining a range of ROI for muscle 𝑥 . ROIs for modeled 

muscles were precomputed. Given the nodes in 𝕀𝑥, by setting static constraints for the non-

ROI, the nodes of non-interest are reduced in the governing equation. 
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VI. Force Decomposition 

for Combined Facial Deformation 

 

Although we restricted ROIs according to muscle type, for a single system, ROIs could be 

overlapped for different muscles. Also, since we set a fixed point of skin differently according 

to an external factor, the ROI defined for the muscle could be distorted if an external force such 

as gravity is applied to the skin. To keep ROIs independent of different muscles and external 

forces, we decomposed the system by the type of external force that induces skin deformation.  

For 𝑖 ∈ {1,⋯ , 𝑘}  and 𝑗 ∈ {1,⋯ , 𝑙} , 𝑘 ∈ ℤ+  and 𝑙 ∈ ℤ+  means the index number of 

different muscles and different external forces such as gravity except caused by muscle. Given 

the external force 𝐅𝑒𝑥𝑡𝑠 in governing equation (17), 𝐅𝑒𝑥𝑡𝑠 is represented as 

 

 𝐅𝑒𝑥𝑡𝑠 = 𝐅𝑀1+𝐅𝑀2 +⋯+ 𝐅𝑀𝑘 + 𝐅𝑒𝑥𝑡𝑠1 + 𝐅𝑒𝑥𝑡𝑠2 +⋯+ 𝐅𝑒𝑥𝑡𝑠𝑙
, (20) 

 

where 𝐅𝑀𝑖 is an external spring force caused by the 𝑖-th muscle and 𝐅𝑒𝑥𝑡𝑠𝑗
 is a 𝑗-th external 

non-muscle force. Thus, equation (20) implies that 𝐅𝑒𝑥𝑡𝑠 can be decomposed into the sum of 

external forces generated by 𝑘 muscles and 𝑙 different kinds of external non-muscle forces. 

With equation (20), the governing equation for skin deformation equation (17) can be 

decomposed depending on different external forces (see Appendix II). This means the system 

can be decoupled according to the type of deformation. Thus, we can say that 

 

 𝐮𝑠 =∑𝐮𝑓
𝑓

, (21) 

 

where 𝑓 ∈ {𝑀𝑖 , 𝑒𝑥𝑡𝑠𝑗}   is representative of force type and 𝐮𝑓  is representative of the 

displacement field of the skin due to the 𝑖-th muscle or the 𝑗-th external force. By calculating 

𝐮𝑓 respectively according to types of external force, ROI for any external force is respected. 

In other words, for example, the skin area around the lips is only affected by the muscles 
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working for the lips and another external force like gravity can affect the area independently. 

In the decoupled system, to compute 𝐮𝑓 respectively, we need the corresponding number of 

skin meshes and have to simulate the meshes according to the given external force. After the 

independent process, by simple summation for calculated displacement fields, the total 

displacement field of the skin is integrated (Figure 14). 

  

Figure 14. Decoupling and integrating the displacement field of skin mesh 
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VII. Experimental Results 

The simulation results of the suggested algorithm for facial simulation are described in this 

section. We validated each component of the algorithm by showing the results of skin and 

muscle deformation mainly focused on the skin. 

 

A. Implementation Details 

We developed our facial animation system for Maya 2017 plugin based on C++ programming 

language and we used Maya script language MEL, Maya plugin API for C++ language3 and 

C++ language-based FEM simulation framework of [35]. Our programs ran on 3.6GHz 8-Core 

Intel(R) Core(TM) i7-4790 CPU and NVIDIA TITAN Xp with 16GB RAM under Windows 8. 

 

Maya plug-in structure 

The plug-in is the core brain of our simulation that plays the role of solving governing 

equations. Input and output mesh for the plug-in is modeled and stored in Maya. Input polygon 

meshes are transferred to our plug-in as initial meshes of simulation and the vertex position of 

output polygon meshes are changed by calculations defined in the plug-in. 

 

3 http://help.autodesk.com/view/MAYAUL/2017/ENU/ 

Figure 15. Plug-in and the connections with input and output mesh 

http://help.autodesk.com/view/MAYAUL/2017/ENU/
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B. Mesh Generation 

Meshes for skin and muscles were modeled as shown in Figure 16. According to section IV.B., 

skin mesh was obtained; it has 7366 nodes and muscle meshes consisting of 36 nodes except 

for the corrugator supercilii muscle that has 30 nodes. After extracting the element and the edge, 

we have 14,600 elements and 21,968 edges for the skin and 68 elements and 102 edges for the 

muscles except for the corrugator supercilii that has 56 elements and 84 edges. 

 

Table 1. Number# of nodes, elements, and edges for simulation meshes 

 

Mesh Type Node Element Edge 

Skin 7,366 14,600 21,968 

Zygomaticus major 36 68 102 

Corrugator supercilii 30 56 84 

Depressor labii inferioris 36 68 102 

Depressor anguli oris 36 68 102 

 

(a) Neutral face: Initial state (b) Initial state of muscles 

Figure 16. Skin, muscle, and skull mesh for face model 
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C. Simulation Results 

1. Muscle Deformation 

Figure 17 shows muscle deformation of the zygomaticus major, the corrugator supercilii, the 

depressor labii inferioris, and the depressor anguli oris, where 8 muscles deformed 

simultaneously. Muscles were constrained by static constraints for the end of the muscle where 

the muscle originates from the skull. By changing the direction of the applied tangential force, 

we were able to control the contraction and expansion of the muscle. 

(a) Muscle contraction from an undeformed state (left to right) 

(b) Muscle relaxation from an undeformed state (left to right) 

Figure 17. Muscle deformation by external tangential force with static constraint points 
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Table 2. Simulation performance of single muscle deformation and that of multiple muscles 
 

 

 

Compelling results of muscle contraction and relaxation shown in Figure 17 imply that modal 

analysis for muscles with stretch deformation achieved a reliable value. The results in Table 2 

show real-time performance for muscle deformations. 

 

2. Skin Deformation 

For skin deformation, we validated that the proposed anatomical design for the facial model 

and the interaction between its elastic bodies works well while assuming that skin deformation 

is created by muscle deformation; this justified the assertion that muscle deformation should 

have been preceded by skin deformation. We mainly present skin deformation according to the 

ROI and show utilities of the force decomposition. 

 

Region of Interest (ROI) 

Figure 18, Figure 19, and Figure 20 demonstrate that the proposed ROI method works well 

and that the muscles were properly positioned. The second column of Figure 18 shows an ROI 

generated by muscle given in the first column of Figure 18. The blue area of the ROI represents 

statically-constrained points and the red area is deformed by muscle. We first confirmed the 

results of the skin deformations due to the single type of muscle for the three types of muscles 

except for corrugator supercilii. For each type, the skin surface was deformed by the right side 

muscle only and then by both sides (third and fourth columns of Figure 18). For the corrugator 

supercilii muscle, which pulls the area around the eyebrows up and down as it deforms, it 

generates delicate deformations of the skin; we controlled both sides of the muscle contraction 

and relaxation and show the results in more detail (Figure 20). The results illustrated in Figure 

 Single muscle Multiple muscles 

 Zygomaticus 

major 

Corrugator 

supercilii 

Depressor 

labii inferioris 

Depressor 

anguli oris 
All 8 muscles 

FPS 220 210 210 210 200 
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20 were achieved with muscle mesh for corrugator supercilii and corresponding ROI (Figure 

19). All results strongly indicate real-time performance (see Table 3). 

 

 

Table 3. Performance of facial expression caused by each type of muscles 

 

Muscle 

type 

Zygomaticus 

major 

Corrugator 

supercilii 

Depressor 

labii inferioris 

Depressor 

anguli oris 

Right 

side only 

Both 

sides 

Right 

side only 

Both 

sides 

Right 

side only 

Both 

sides 

Right 

side only 

Both 

sides 

FPS 95 90 97 93 95 90 96 96 
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Figure 18. Facial muscle, corresponding ROI, and skin deformation due to the 

contraction of the right muscle and both the left and right muscles (left to right for each 

row) 

(a) Zygomaticus major 

(b) Depressor labii inferioris 

(c) Depressor anguli oris 
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(a) Corrugator supercilii (b) ROI of (a) 

Figure 19. Insertion and ROI of corrugator supercilii 

Figure 20. Skin deformation due to contraction (center to left) and relaxation (center to 

right) of corrugator supercilii from the neutral face (center) 
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Gravity load 

We also tested skin deformation by external forces other than those produced by the muscle. 

We employed gravity force to simulate dynamic effects on the skin and to exert static constraints 

to the positions to fix and anchor the skin to the skull. The backside of the head and feature 

points of the face were fixed. Figure 21 shows the constrained part of the skin (blue) and 

unconstrained (red) vertices. In Figure 21, vertices marked with yellow were also fixed feature 

points. For the same gravity load, we simulated shell elements of the skin’s surface with 

different stiffnesses. Figure 22 illustrates that as stiffness decreased under the same gravity, the 

degree of skin sagging increased near the eyes and under the cheeks. The simulation 

performance with gravity was about 85 Fame Per Second (FPS). 

 

 

 

𝑘𝐴 = 1 𝑘𝐴 = 0.75 𝑘𝐴 = 0.5 𝑘𝐴 = 0.25 

Figure 22. Gravity load for skin with decreasing element stiffnesses 

Figure 21. Static constraints of skin for gravity load 
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Force decomposition 

To validate that skin deformation by force decomposition is reliable, we show a series of 

animations. First, we demonstrate skin deformation with concurrent deformations of multiple 

muscles. Also, we show that the deformation caused by the external forces applied to the skin 

is expressed as 𝐅𝑒𝑥𝑡𝑠1 , pulling the right cheek and causing muscle contraction. 

For multiple muscles, we enforced the contraction force to the zygomaticus major and 

depressor labii inferioris concurrently. Each displacement field was the same as the result of 

Figure 18 deformed by the ROI and muscle of Figure 18. The results of integrated displacement 

fields are shown in Figure 23. By affecting the zygomaticus major, which lifts the oral angle, 

and the depressor labii inferioris, that pulls the lower lip down, the lower lip was opened and 

made to smile. Deformations of muscles that move concurrently under the skin could also be 

seen (Figure 23). In terms of performance, multiple muscle animations had 82 FPS. 

Zygomaticus major was also chosen as the muscle where the 𝐅𝑒𝑥𝑡𝑠1   and the muscle force 

interacted with the skin at the same time. The static constraints (blue area and marked yellow) 

for the dragging force and its corresponding displacement field are shown in Figure 24. The 

result of adding two displacement fields for a given situation is shown in Figure 25. The 

animation of the mouth rising upward as the right cheek stretched as shown in Figure 25, had 

73 FPS. 

Results of Figure 23 and Figure 25 show that the simulation results by using the displacement 

field obtained from the force decomposition system were appropriate and effective. 

Furthermore, more muscles acting on the skin or other external forces can be easily 

implemented by the decoupled system. 
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(a) Skin deformation due to combined displacement fields 

(b) Simultaneous contraction of zygomaticus major and depressor labii inferioris 

Figure 23. Frame by frame animation for simultaneous deformation of multiple muscles causing combined skin deformation 
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(a) Static points of 𝐅𝑒𝑥𝑡𝑠1
 (b) Displacement field 𝐮𝑒𝑥𝑡𝑠1

 of 𝐅𝑒𝑥𝑡𝑠1
 

Figure 24. Static constraints and corresponding displacement field of 𝐅𝒆𝒙𝒕𝒔𝟏
 

Figure 25. Skin deformation caused by concurrent effects by 𝐅𝒆𝒙𝒕𝒔𝟏
 and 

contraction of zygomaticus major 
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Transition 

Thanks to the force decomposition system, various expressions can be realized in our system. 

We present transitions between different facial expressions going through a neutral face. The 

facial transition was completed with only dynamic control, contraction, and relaxation of 

muscles, with no need for any geometric interpolations. During the simulation, displacement 

fields of the zygomaticus major and depressor anguli oris were calculated independently along 

with related muscle deformation. Thus, each ROI was transformed independently so that 

displacements of different areas were added together and the transition was automatically 

accomplished. 

Figure 26 illustrates, in detail, the transition results over time. During the simulation, the 

displacement fields for the muscle and that region of interest were continually calculated. For 

all time domains, the external force could be applied to a specific muscle. From 𝑡0 to 𝑡1, the 

zygomaticus major was engaged by tangential force to contract, so that the skin surface near 

the oral angle was lifted. After 𝑡1, the zygomaticus major is relaxed, which means that the 

external force direction was changed to the opposite. Consequently, the muscle started to 

expand and simultaneously the lifted oral angle fell as the muscle relaxed until 𝑡2. At the last 

time interval, from 𝑡2 to 𝑡3, tangential force for the zygomaticus major was removed and the 

depressor anguli oris was forced to contract. 

 

Scalability 

With a slight modification of the muscle’s position and orientation under the given skin surface, 

applying our system to a user-specific facial model can be done easily. User-specific skin mesh 

is obtained in the same way with FaceShift having the same number of nodes, elements, and 

edges of template skin mesh. We demonstrated facial simulations deformed by the zygomaticus 

major and the depressor anguli oris and then combined skin deformations due to the 

zygomaticus major and the depressor labii inferioris. 
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Figure 26. Transition between the lifted lip and pulled down lip from the 𝒕𝟎 to 𝒕𝟑 time 

interval about 80 FPS 
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Table 4. FPS for various facial animations 

 

 Gravity 
Combined skin deformation 

Transition 
Multiple muscles Muscle and external force 

FPS 85 82 73 80 

 

 

 

Scalability 

Zygomaticus major Depressor anguli oris 
Zygomaticus major and 

Depressor labii inferioris 

FPS 82 85 73 

  

(a) Neutral face (b) Zygomaticus major (c) Depressor 
   anguli oris 

(d) Zygomaticus major and 

   Depressor labii inferioris 

Figure 27. Facial animation with user-specific mesh 
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VIII. Conclusion 

We demonstrate real-time muscle-based facial animation using a novel facial framework based 

on modal warping for shell elements. With no need for extra equipment or handcrafted facial 

data, we implemented a physics-based facial simulation in real-time. Furthermore, as skin 

deformations are not only caused by muscle but also by soft tissue with high complexity, we 

keep anatomical characteristics of elastomers under the face in consideration. 

To reconstruct the human face, we built a novel face model that is simplified to 4 layers 

including skin, muscle, subcutaneous fatty layer, and skull. We interpret skin and muscles as 

shell elements and designed a subcutaneous fatty layer using the mass-spring system. The forces 

exerted on skin generated by muscles are implemented as propagation through the tissue layer. 

Every facial component having dynamic models is integrated into the governing equation of 

skin deformation. In our system, according to the linear independence of the different types of 

external forces, the governing equation for combined skin deformation can be easily solved. 

Solving the governing equation by using the modal warping technique reduces DOFs of the 

equation for non-linear facial deformations so that simulations can be done in real-time. 

As a result, muscles are explicitly built so that they are easy to import or export skin and 

muscles, and unwanted tessellation results are prevented by considering the thin structure of 

muscle. Mass-spring forces are generated in proportion to the amount of muscle deformations 

transferred to skin nodes through connected springs. With propagated force, the skin deforms 

according to the deformation direction of the muscle while the skin and muscles are fixed on 

the proper position of the skull. By decomposing the displacement field, various effects on the 

skin surface including gravity load, single expression by multiple muscles, and interactions with 

both external forces and muscle-driven forces can be shown as real-time animations. 

As a limitation of our current work also as future work, we did not consider rigid body 

dynamics of the skull and jaw and their collision response; and jaw kinematics could be 

integrated. Also, solving inverse dynamics for controlling the muscle deformation could be 

another future work, yet we can control maximum muscle stretch with the experimental value. 

Integrating existing reconstruction techniques for more anatomically precise facial structure 

and applying non-linear constitutive model for the elastic body would be a challenging problem.  
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Appendix I 

Edge extraction from .obj file 

For edge-based energy function (equation (2) and equation (3)), extracting 4 indices 

information of edges from the .obj file is 

  

𝑖𝑑0 

𝑖𝑑1 

𝑖𝑑2 𝑖𝑑3 

(a) Regular 

edge 

𝑖𝑑0 

𝑖𝑑1 

𝑖𝑑2 𝑖𝑑3 = −1 

(b) Boundary 

edge 
Figure 28. Edge indices information 
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Appendix II 

Decomposition of the governing equation for the skin 

By using equation (20), the governing equation (17) becomes 

 𝐌𝐪𝑠�̈�𝑠 + 𝐂𝐪𝑠�̇�𝑠 + 𝐊𝐪𝑠𝐪𝑠 = 𝚽𝑠
T(𝐑𝑠

T𝐅𝑒𝑥𝑡𝑠) 

 = 𝚽𝑠
T (𝐑𝑠

T {𝐅𝑀1+𝐅𝑀2 +⋯+ 𝐅𝑀𝑘 + 𝐅𝑒𝑥𝑡𝑠1 + 𝐅𝑒𝑥𝑡𝑠2 +⋯+ 𝐅𝑒𝑥𝑡𝑠𝑙
}) (22) 

 = 𝚽𝑠
T(𝐑𝑠

T𝐅𝑀1) + ⋯+𝚽𝑠
T(𝐑𝑠

T𝐅𝑀𝑘) + 

𝚽𝑠
T (𝐑𝑠

T𝐅𝑒𝑥𝑡𝑠1) +⋯+𝚽𝑠
T (𝐑𝑠

T𝐅𝑒𝑥𝑡𝑠𝑙
). (23) 

 

For 𝑖 ∈ {1,⋯ , 𝑘} and 𝑗 ∈ {1,⋯ , 𝑙}, 𝑘 ∈ ℤ+ and 𝑙 ∈ ℤ+ are the index numbers of different 

muscles and different external forces except caused by muscle. According to the definition, 

equation (17) comes to 

 𝐌𝐪𝑠�̈�𝑠 + 𝐂𝐪𝑠�̇�𝑠 + 𝐊𝐪𝑠𝐪𝑠 = 𝚽𝑠
T(𝐑𝑠

T𝐅𝑒𝑥𝑡𝑠) 

= (𝐌𝐪𝑀1 �̈�𝑀1 + 𝐂𝐪𝑀1 �̇�𝑀1 + 𝐊𝐪𝑀1𝐪𝑀1) 

+⋯ 

+(𝐌𝐪𝑀𝑘
�̈�𝑀𝑘 + 𝐂𝐪𝑀𝑘

�̇�𝑀𝑘 + 𝐊𝐪𝑀𝑘
𝐪𝑀𝑘) 

+(𝐌𝐪𝑒𝑥𝑡𝑠1
�̈�𝑒𝑥𝑡𝑠1 + 𝐂𝐪𝑒𝑥𝑡𝑠1

�̇�𝑒𝑥𝑡𝑠1 +𝐊𝐪𝑒𝑥𝑡𝑠1
𝐪𝑒𝑥𝑡𝑠1) 

+⋯ 

 +(𝐌𝐪𝑒𝑥𝑡𝑠𝑙
�̈�𝑒𝑥𝑡𝑠𝑙

+ 𝐂𝐪𝑒𝑥𝑡𝑠𝑙
�̇�𝑒𝑥𝑡𝑠𝑙

+ 𝐊𝐪𝑒𝑥𝑡𝑠𝑙
𝐪𝑒𝑥𝑡𝑠𝑙

). (24) 

 

where 𝐪𝑀𝑖 and 𝐪𝑒𝑥𝑡𝑠𝑗
 are the 𝑖-th and 𝑗-th modal amplitudes by 𝐅𝑀𝑖 and 𝐅𝑒𝑥𝑡𝑠𝑗

. 

As the governing equation produces displacement fields for external force types, we can say 

that 

 

𝐮𝑠 = 𝐮𝑀1 +⋯+ 𝐮𝑀𝑘 + 𝐮𝑒𝑥𝑡𝑠1 +⋯+ 𝐮𝑒𝑥𝑡𝑠𝑙
 

 =∑𝐮𝑓
𝑓

. (25) 
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국문초록 

김정민 

컴퓨터공학과 

이화여자대학교 대학원 

 

얼굴 애니메이션은 가상 아바타, 영화 또는 게임 산업을 포함한 컴퓨터 

애니메이션 분야에서 활용될 수 있으며 가상 안면 수술 시뮬레이터와 같이 의료 

산업 응용 분야로의 확장성을 기대할 수 있다. 본 논문에서는 근육 변형을 이용한 

실시간 물리기반 얼굴 애니메이션을 제안한다. 3차원 유한 요소를 사용하는 이전 

근육 기반 얼굴 애니메이션과 달리, 2차원 유한 요소인 쉘 요소를 사용하여 얇은 

막 구조를 지닌 안면 근육을 해석하여 비효율적이고 부적절한 형태의 메쉬가 

안면 근육을 구성하는 것을 방지한다. 또한 시뮬레이션의 실시간 성능을 위해 

전통적으로 유한 요소 해석에서 다루는 복잡한 쉘 모델 대신 기하학적으로 

파생된 쉘 모델과 에너지 함수를 도입하고 모드 워핑을 이용하여 미분 

방정식으로 주어진 지배 방정식을 해석한다. 

해부학적으로 유의미한 얼굴 애니메이션 결과를 위해, 제안하는 시스템은 인체 

해부학 지식을 기반으로 피부, 피하 층, 근육 그리고 두개골로 구성된 4개 층을 

얼굴 모델로 설계한다. 피부와 근육은 쉘 요소로 구성되며 쉘 요소 해석에 따른 

역학 방정식의 지배를 받는다. 표피, 진피, 피하 지방 및 근막과 같은 복잡한 

탄성체로 구성된 피부와 근육 사이의 피하 지방 조직은 질량-스프링 시스템을 

이용하여 균일한 탄성체로 가정한다. 마지막으로 두개골과 연결된 근육 말단 

부분은 정적 위치 제약 조건에 의해 고정된다. 

안면 근육은 주로 수축과 이완의 변형을 이루기 때문에 본 시스템은 안면 



50 

근육의 지배 방정식에 대한 모드 해석 결과를 이용하여 근육이 인장력에 의한 

변형만 이루도록 제어한다. 또한 근육의 변형으로 인해 파생된 힘이 피하 지방 

조직을 움직이고 이를 통해 힘이 피부에 전달되어 피부가 변형을 이루게 된다. 

제안된 시스템에서는 근육과 피부 노드를 연결하는 스프링의 질량-스프링 힘을 

통해 피부 메쉬에 외력을 가함으로써 근육에 의한 피부 변형을 모방한다. 한편 

근육이 갖는 피부와의 위치에 따라 근육으로부터 전달된 힘의 영향을 받는 피부 

영역인 관심 영역을 정의함으로써, 적절한 부위의 피부가 해당 근육의 움직임에 

따라 변형될 수 있도록 한다. 제안된 시스템에서 관심 영역 외의 피부 메쉬 

노드는 정적 위치 제약 조건으로 통제되기 때문에, 다중 근육의 외력이 피부에 

가해질 경우, 해당 근육의 관심 영역이 다른 근육에 의해 제약될 수 있다. 이를 

방지하기 위해 피부에 가해지는 외력에 따라 지배 방정식을 독립적으로 분리하여 

피부와 여러 근육이 상호작용할 수 있도록 시스템을 설계하였다. 

본 연구는 역동적인 피부 변형과 연관 있는 근육을 선별하여 이로 인해 

변형되는 일련의 안면 근육 기반 실시간 얼굴 애니메이션 결과를 제시한다. 또한 

제안된 시스템은 새로운 근육이나 피부 메쉬의 삽입과 삭제가 용이하여 다양한 

메쉬에 대해 확장성을 갖는다. 
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